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1 Introduction

Political campaigns segment the electorate into categories based on how voters’ ob-
servable characteristics are likely to correlate with voting behavior (Fenno, 1978; Hersh,
2015). Scholars also pay close attention to group behavior to explain social and politi-
cal trends, and there is a deep interest in quantifying and explaining cleavages between
groups (Axelrod, 1972). This interest is understandable: whether a readily-perceivable
group, typically in terms of demographics, is a reliable base or a swing voting bloc for
a particular political party has substantial implications for representation. But how reli-
able are demographic labels in predicting a presidential vote choice? Moreover, in light

of growing polarization, do demographic groups increasingly vote in predictable ways?

Instead of calculating each demographic group’s marginal impact, we consider the joint
predictive power of observable demographics for inferring voting decisions. If de-
mographic groups have sorted into political camps, their behavior should be increas-
ingly predictable. Using public opinion surveys from 1952 to 2020, we find predictions
based on five commonly used demographic variables—age, gender, race, education, and
income—have low accuracy and are stable over time. Only 63.5% of vote choices are cor-
rectly predicted in hold-out sets of the respondents whose data is deliberately unused

in the model-training stage.

Not only is the informativeness of demographic labels surprisingly muted, but their
predictive power is virtually flat since the 1970s. On the other hand, when partisan labels
are incorporated into prediction algorithms, voting behavior is increasingly predictable

over time, which is consistent with the literature on partisan sorting (Levendusky, 2009).

Two main ideas have been referred to as ‘sorting.” Ideological sorting, which is the more
common definition, is that both symbolic ideology (i.e., self-identified liberal vs. con-
servative placement) and operational ideology (i.e., concrete issue positions) are increas-

ingly correlated with partisanship (Levendusky, 2009; Fiorina et al., 2011; Hetherington,
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2009; Weber and Klar, 2019). Social sorting is defined as a convergence of social identi-
ties and partisan identities, such as race, sexual orientation, religion, occupations, social
movements, and so on (Mason, 2016; Mason and Wronski, 2018, Mason, 2018a). Both

phenomena are believed to entrench partisanship, decreasing the scope for persuasion.

There is little doubt that the ideological distance between Democrats and Republicans
has grown (Webster and Abramowitz, 2017). Accordingly, intra-party heterogeneity has
decreased; for example, Norris and Inglehart (2019) observe that “the two major parties
gradually shifted to become more homogeneous internally in their cultural positions
and more polarized between parties.” Consequences include greater partisan animosity
(Iyengar and Westwood, 2015; Abramowitz and Webster, 2016; Bougher, 2017; Chris-
tenson and Weisberg, 2019; Iyengar et al., 2019), an increase in straight-ticket voting
in recent decades (Jacobson, 2017; Burden and Kimball, 2009),1 and an unprecedented

partisan gap in presidential approval rates (Jacobson, 2019).

But what are the consequences of social sorting for voting behavior? A natural corollary
of social sorting together with increased party-line voting (Jacobson, 2013) could be that
group membership is increasingly prognostic of vote choice.”> We consider a narrow view
of social sorting—namely that demographic group labels such as age and race are linked
with political behavior—and test whether demographic sorting in vote choice is growing.
Specifically, are demographic characteristics and political opinions/partisanship tied in a
way that translates into voting behavior, so that belonging to a particular group predicts

voting decisions with high accuracy?

Although hinting at it (see a partial list of relevant papers in Section 5), few studies have
shown whether the demographic labels” joint predictive power over vote choice has con-

sistently increased over time. In this paper, we first test whether demographic markers

IThis is despite the gradual rollback of straight-ticket voting options in election administration (NCSL,
2020).

2 Again, note that when the literature discusses sorting, it usually refers to sorting into “correct parties.”
See for example Figure 4.1 in Fiorina et al. (2011).



are increasingly more informative of vote choice, based on whether voting decisions can
be accurately inferred. For this, we use random forests on data from ANES (1952-2016),
CCES (2008-2018), and Nationscape surveys (July 2019-June 2020). The classification
accuracy under the training/testing paradigm, we argue, is a quantity of interest that
can help validate whether sorting occurs. Contrary to the prevailing narrative, we show

that demographics have not become more prognostic of vote choice over time.

Second, we ask whether other data about voters increase the predictive power of voting
decisions, as implied by the findings on swing voters’ rarity (Panagopoulos, 2020). With
the same data and methods, we systematically investigate how well vote choice can be
inferred from various combinations of voters’ characteristics. We confirm that the (1)
predictive power of partisanship is increasing, and (2) while other variables additionally
contribute to improving the prediction accuracy, the added value when partisanship is
already accounted for is decreasing. These results, in line with the numerous results

showing increasing partisan polarization, lend credibility to our initial results.

Finally, we ask whether demographics remain informative predictors when other vari-
ables are accounted for, and if so, which ones. We use permutation-based variable im-
portance calculations to determine whether randomly changing the values of a variable
of interest significantly reduces the predictive accuracy, thus determining how ‘impor-
tant” a variable is. We find that being a Black voter is a top 10 variable even when party
ID and issue positions are accounted for. Other variables such as age and education
appear less consistently among the top predictors. However, when all variables are used
for prediction, demographics completely disappear from the top 10 variables, giving

way to other variables such as beliefs, perceptions, and issue positions.



2 Literature and Hypotheses

Demographic attributes can naturally translate into social identities and, according to the
Columbia School of political behavior, they are reinforced by social networks (Lazarsfeld
et al.,, 1944). Membership in social groups is then said to explain politically relevant
beliefs and behaviors, and voting can be viewed as akin to cultural activities which
“have their origin in ethnic, sectional, class, and family traditions” (Berelson et al., 1954).

In this framework, conformity is the norm.

Moreover, political elites have paved the way for a stronger group-party alignment in
recent decades, making party positions clearer and more distinguishable to voters (Lev-
endusky, 2009). In response, cross-cutting ties between groups have been decreasing
(Mason, 2018b), increasing social polarization. Voters are thus expected to vote in line

with their perceived group interests and against members of a disliked out-group.

It then does seem natural to state that group membership should be increasingly in-
formative of vote choice. Essentially, this is the wide-spread assumption that “the link
between demographic traits and political orientation is so strong that increases in the
share of voters from demographic groups associated with support for the Democrats
produce proportionate increases in Democratic support,” (a view summarized but not
endorsed by Shaw and Petrocik, 2020). Is this assumption true? Drawing on the existing

literature, we will derive three hypotheses for the sorting thesis” testable implications.

2.1 Group-based Voting

Although social identities that align with political ideology encompass many categories
such as religion and interest groups (Abramowitz and Saunders, 2008; Levendusky,
2009), our focus is on the following five demographic markers: race, education, in-
come, age, and gender. Individuals from opposing parties now differ more on average

in political opinions and their observable demographic characteristics. Note that while
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the selected variables are those considered to be more “objective” labels, how strongly

individuals identify with their group may vary.

Race. Although the Democratic Party has had a stable advantage among Black voters
for several decades now, there are reasons to expect that the signal from a voter’s race is
larger than in the past. First, Trump’s victory in 2016 was a continuation of “the decades-
long expansion of Republican support among white working-class Americans” (Carnes
and Lupu, 2020). In addition, the GOP is believed to have activated white identity (Tesler,
2016; Sides et al., 2017, 2019) in response to Barack Obama’s electoral wins. In the case of
the Latino voters, the Democratic support varies by ethnicity and generation (Abrajano
and Alvarez, 2012), while the Asian Americans are, overall, not well courted by either
party (Wong et al., 2011). But racial minorities ,on average, may have a weaker incentive
to vote Republican. Note also that when the Tea Party emerged in 2010, 80-90 percent
of its supporters were white (Williamson et al., 2011), strengthening the hypothesis that

prediction accuracy based on race could be increasing.

Education. Three decades’ worth of public opinion demonstrates that those with higher
educational attainment increasingly associate with the Democratic party (Pew Research
Center, 2018). Conversely, Republicans have been gaining support among those citi-
zens who do not have a college degree in the last decade.”> The partisan education gap
reached its peak in 2016, but note that the relationship between education and voting is

sensitive to the inclusion of other variables in a model (Schaffner et al., 2018).

Income. Income at the individual level predicts vote choice, but there is some disagree-
ment whether class-based voting has been stable (Gelman et al., 2010) or increasing over

time (Stonecash, 2000; Bartels, 2006; McCarty et al., 2008).4 Preferences and voting are

3Throughout the 1990s, the Republican Party did not yet have a lead among white registered voters
who were high school graduates. This group of voters was still evenly split between the two major parties.
“The best-known argument comes from McCarty et al. (2008, p. 75) who argue that there has been
growing “stratification of partisanship by income,” with high-income voters increasingly voting Republi-
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typically aligned with people’s economic self-interest—for example, Ansolabehere et al.
(2006) document that “the difference in the rate of Republican voting between an eco-

4

nomic Conservative and an economic Liberal is 31 percentage points.” However, the
extent of the importance of economic issues for voting continues to be debated.” In the
2016 presidential election, the income effect is believed to have interacted with educa-
tion. Carnes and Lupu (2020), for example, show that the diploma divide in 2016 “was

driven largely by more affluent Americans.”®

Age. Young people tend to lean liberal and support Democratic or progressive can-
didates. In the 2016 presidential popular vote, the vote margin of Democratic minus
Republican votes was 24 for Millennials and 28 for Generation Z (Griffin et al., 2020).
Higher age, conversely, is correlated with conservatism and voting Republican.” Con-
sider also that when respondents were allowed to select up to two groups with which
they have most common interests and concerns in a November 2020 YouGov poll, the
most frequently mentioned category was “people in the same age group as you,” fol-
lowed by “people in the same political party.”®

Gender. Voting patterns in exit polls suggest that men are more likely to vote Repub-
lican, but in models that control for sexist attitudes, gender does not appear to predict
vote choice (Bracic et al., 2019). At the same time, gender interacts with race. For exam-

ple, Junn (2017) reports that white women voted Republican in 2016 in line with their

can.

SThe relationship between income and Republican partisanship at the individual level, while robust
nationally, is moderated by local context (especially ethnic composition) according to detailed analyses of
voter files (Hersh and Nall, 2016).

%Tree-based methods are ideally suited for identifying interactive relationships between variables and
exploiting them to produce accurate predictions.

"Williamson et al. (2011) found that at least 75% of Tea Party supporters were over 45 years old.

8That is, rather than inferring the importance of group memberships, respondents were asked directly:
“Would you say that you share a lot of common interests and concerns with other people of people who
are [SAME GROUP], or would you say that age is not really relevant?”. In this context, respondents sug-
gested that class (“people who have about the same amount of money as you”), ethnicity, and geographic
proximity were less indicative of common interests than age (YouGov, 2020).
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behavior in prior elections.

2.2 Hypotheses

Our objective is to test whether demographic sorting is taking place. We argue that
the testable implication of demographic sorting is increasing predictive power of demo-
graphics on presidential vote choice. Based on the summarized relationships between

demographics and political behavior, we derive the following hypothesis:

Hypothesis 1 (Increasing Demographic Sorting): Vote choice will become increasingly pre-
dictable based on voters’ demographic features alone (with other information about voters

withheld).

Beyond demographics, a long scholarly tradition leads us to expect that an explicit self-
reported party label should be a powerful signal of vote choice. Campbell et al. (1960)
described the psychological, unthinking allegiance to parties with the following con-
sumer analogy: “[l]ike the automobile buyer who knows nothing of cars except that he
prefers a given make, the voter who knows simply that he is a Republican or Democrat
responds directly to his stable allegiance” (p. 136). On the basis of this argument and
the evidence that voter loyalty is increasing Jacobson (2017); Burden and Kimball (2009),

we propose the next hypothesis:

Hypothesis 2 (Increasing Party ID Sorting): Including explicit party ID will dramatically
raise accuracy relative to sparser models using only demographics, and predicting voting

decisions with party ID will grow increasingly easy over time.

Finally, given that parties are seen as ideological brands (Woon and Pope, 2008; Egan,
2013)and voters now generally belong to the “correct” party (Levendusky, 2009) we

propose the final hypothesis:

Hypothesis 3 (Sufficiency of Party ID): Beyond the initial sets of features (party ID and



demographics), other voter characteristics, such as issue positions, will contain minimal

diagnostic information about vote choice.

2.3 Machine Learning and Political Behavior

There are several reasons for using supervised machine learning methods to test the
above hypotheses, especially the tree-based methods that we choose. First of all, the
metrics we use to evaluate the results are performance-based on correct out-of-sample
predictions. Second, random forests allow flexible interaction structures between vari-
ables, uncovering hidden relationships in large datasets (Montgomery and Olivella,
2018). Third, when the set of potential predictors is large, researchers can prune the
set of covariates or identify the most important predictors in distinguishing the outcome
variable, instead of arbitrarily restricting the set of allowable model specifications (Kim

et al., 2020).

We emphasize the first upside of regression trees—and machine learning in general—
relative to the family of parametric models usually employed in social science, typically
under the maximum likelihood umbrella. A common approach in the existing literature
is to estimate a set of logistic regressions and evaluate their performance based on the
percent of correctly classified observations (or McKelvey-Zavoina’s pseudo R?) in-sample.
However, when the out-of-sample fit is not reported, readers cannot evaluate whether

the reported models over-fit to the given sample.

Several recent papers, recognizing these advantages, have used these flexible non-parametric
methods to explore complex structures in political behavior and perform direct predic-
tion. For example, Bonica (2018) use them to predict legislators” behaviors and issue
positions based on campaign contribution records, while Kim et al. (2020) identifies the
best predictors of turnout. As the aforementioned authors, we rely on tree-based meth-

ods to achieve the best possible prediction given the covariates.



Peterson and Spirling (2018) in particular uses the classification accuracy itself as a sub-
stantive quantity of interest: if a trained algorithm easily distinguishes the party label of
a political speech, the result is interpreted as a higher degree of polarization.” Our logic
is quite similar: a high degree of demographic sorting should go hand in hand with a

high classification accuracy of the two-party vote choice.

Finally, we wish to derive variable importance measures by permutation (Breiman, 2001)
to identify which variables contribute the most to increasing accuracy, instead of relying
on statistical significance. The variable importance measures how much the prediction
accuracy decreases when a given variable is either removed or reshuffled. This metric is
not available under the traditional regression framework where the judgment about vari-
able importance generally involves comparing coefficient magnitudes or significance-

based criteria.'?

Note that our paper is attempting to harness the power of nonparametric modeling of
pure prediction algorithms for best classification under the training/testing paradigm.
The intent is to assess the accuracy of predictions in a given election cycle and to see
if trends are consistent over time. We apply random forests across all data and across
model specifications to take advantage of these characteristics consistently, insofar as the
number of covariates p in the richest models approaches the number of observations n in
one of our datasets.!! For a comprehensive ‘checklist’ of differences between regression

models and prediction algorithms, see Table 5 in Efron (2020).

9In economics, Bertrand and Kamenica (2018) infer income and other consumer traits on the basis of
their media consumption, shopping behavior, and other characteristics.

10Tt is important to note that statistical significance does imply that a variable is diagnostic or predictive
(Lo et al., 2016).

"We compare the performance of these models to logistic regression and classification trees in the
Appendix.
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3 Data and Methodology

We use three sets of public opinion surveys: American National Election Studies (1952—
2016, every four years), Cooperative Congressional Election Study (2008-2018, every two
years), and UCLA Nationscape surveys (50 weekly waves in 2019 and 2020). The target
variable for prediction is presidential vote choice, which is self-reported,'? subsetted to
respondents who voted for either a Democratic or a Republican candidate.'®> Using all
these major surveys in public opinion will help us validate the results and check that

our results are not the product of a single survey.

To predict voting decisions, we use random forests, a method for aggregating predictions
from regression and classification trees. An individual tree is estimated by sequentially
splitting the data on the basis of an optimally chosen cut-off point of the most informa-
tive variable.'* To remove excessive dependence of tree structures on the algorithmic
decisions early in the splitting process, a subset of observations and predictors is drawn
each time a new classification tree is estimated. An aggregation of tress corrected for
inter-tree correlation is the random forests (RF). Random forests put to use for each

year/survey separately.

To investigate the extent to which voting behavior is inferrable based on voters” observ-
able characteristics, we use four nested variable specifications for the analysis. Figure 1
shows the labels of and the variables included in each specification. Naturally, the third
and the fourth specifications will usually consist of imperfectly overlapping sets of vari-
ables for each survey/wave. We include these specifications for benchmark purposes,
given that the survey questionnaires reflect the issue cleavages of the day, such as the

Iraq war or the Affordable Care Act.

All categorical variables are converted into dummy variables, including a variable to

121 there is a post-wave and a pre-wave, we use the post-wave variable. For the CCES mid-term
election waves, we use the previous election cycle’s presidential vote choice. For Nationscape, we use the
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Model 1 Model 2 Model 3 Model 4

Demographics Demo. + PID All
Only iz, —= D + Issues Covariates
Demo. Demo. Demo. Demo.
A
7-pt PID 7-pt PID 7-pt PID
Issue Issue
Age, Gender, Positions Positions
Race,
Income, .
Education Everything
Else

Figure 1: Four Nested Specifications and Corresponding Variables, Visualized

represent nonresponse missing values. Variables with near-zero variance at the 1% level
or variables with more than twenty different responses, such as ZIP codes, are dropped
to guard against too much sparsity. Only clearly continuous variables—such as age,
number of children, or amount donated to political campaigns—are kept as continu-
ous.'”> Nonresponses are treated as a separate category instead of listwise deletion if the

variable is categorical.

After cleaning, the data is split into training and testing datasets with an 80:20 ratio. Us-
ing the caret and the ranger package in R, we run a class prediction via random forests

(Breiman, 2001; Kuhn, 2008; Wright and Ziegler, 2017). All code is publicly available at

respondents’ vote intention for the 2020 presidential election.

BEor ANES, the cumulative dataset was used. For the CCES dataset, seven waves from 2008 and 2018
were used, after extensive wrangling and coding of equivalent variables.

14 A variable is chosen in a given step if using that variable minimizes deviance.

15We chose to encode ordered categorical variables (such as education and party ID) as sets of binary
features—so that, for example, a seven-point party ID becomes six binary variables—for several reasons.
First, this allows us to be consistent over various surveys and years. Second, we avoid assuming that items
measured on an ordered scale have linear or additive effects. Finally, if ordered categorical variables are
treated as continuous, item nonresponses would be dropped, but one-hot encoding allows us to keep all
survey respondents even when their responses contain missing values, because a separate binary variable
is created (e.g., for respondents with a missing income category).
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a GitHub repository: https://github.com/sysilviakim/surveyML. For comparison pur-
poses, we also run a logistic regression and a CART model, the results of which are

available in the Appendix.

Each model is tuned before a final (best-fitting) model is chosen out of a set of candidate
models. The best model is selected on the basis of its performance in the training set
while two hyperparameters that may impact model quality are tuned via 10-fold cross-

validation.'®

Note that while we have placed results from different surveys side by side for compari-
son (24 survey/years x 4 models, total 96 random forests outputs), we do not claim that
they are by default fully comparable. These surveys were designed each for their respec-
tive purposes, and the number of respondents and survey modes differ. Even within the
ANES survey, the survey modes have undergone some changes (e.g., the addition of the
web mode). In particular, questions on cleavage issues are usually different. However,

the demographic variables and partisanship variables are relatively similar.

Unlike ANES or CCES, Nationscape is a high frequency online poll where the number of
respondents in a typical week is 6,250. We use the data collected prior to the onset of the
COVID pandemic because of concerns about changes to the sample composition during
an economic crisis. We randomly draw 20% of the pooled dataset, yielding a sample
of 25,937 for the training set. We thus deliberately maintain a sample size between that
of ANES and the CCES. We then draw 5,187 respondents from the hold-out set and

evaluate the models” performance on this set of respondents.

As we have stated in Section 2, we argue our approach has several compelling aspects:
better performance, a rich set of interactions between variables that can be flexibly ex-

plored, derivation of variable importance measures, and guarding against over-fitting

16For a lucid explanation of ‘cross-validation,” see Neunhoeffer and Sternberg (2019). In our context, it
is a procedure for model tuning that uses 90% of the training data. Each time the model is estimated on a
subset of the data, we vary the number of variables available for splitting at each node and the selection
of the splitting rule for classification (extremely randomized trees vs. the Gini index).
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by evaluating the performance of models out-of-sample. Again, the last aspect yields
honest estimates of model performance.!” Second, regardless of model complexity, by
focusing on solving a prediction problem, we can transparently summarize each model

with metrics such as out-of-sample accuracy and the AUC.

There are also concerns and criticisms associated with borrowing methods from com-
puter science, including low interpretability and higher computation time and costs.
The former concern can be partially mitigated by storing intermediate outputs or visu-
alizing how much predictions can be attributed to individual model inputs. The latter
issue is becoming less severe as the availability of high-performance computing (HPC)
improves, but we recognize that a lack of access to HPC can be a barrier introducing

resource-based inequities across researchers.

4 Results

4.1 How Much Can Demographics Alone Predict Vote Choice?

Before we investigate the evidence for our hypotheses, we first quantify how much, on
average, demographics can predict presidential vote choice. Figure 2 shows the time-
series plots of out-of-sample accuracy values over time for all three surveys. The top
panel shows accuracy rates over time for models estimated using only information on

respondents’ gender, race, education, income, and age.

We find that when using just demographics, the accuracy for vote choice predictions is
generally low, typically less than 65%. More specifically, the average across all surveys
and waves is 63.5%.'8 When determined for individual surveys, it is 63.1% for ANES,

64.7% for CCES, and 63.4% for the Nationscape’s 2019-20 waves. It is striking to see

7Examples of earlier work employing similar methods in political science include Samii et al. (2016),
Kim et al. (2020), and Demir et al. (2021).
18When the algorithm is changed to logit, it is 64.3%, and when CART, 62.8%.
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that these numbers are remarkably similar even across different survey administrations,

varying sampling methods, and in different time periods.

Is 63.5% a high number? It is certainly better than random guesses of the two-party
vote choice, which on average would be 50%." But is it high enough, considering the
emphasis that the literature places on demographic variables? Compared to the spot-
light they receive, altogether the accuracy does not seem extraordinarily high. The next
question is then whether, per the first hypothesis, the predictive power of demographics

has increased over time.

4.2 No Evidence of Demographic Sorting Over Time

Hypothesis 1 (Increasing Demographic Sorting). Can demographic labels alone pre-
dict presidential vote choice better in the polarized era compared to the past? The time
trends shown in the first panel of Figure 2 do not suggest that this is the case. Test-set

accuracy from 1952 to 2020 is remarkably stable.?’

Two notable exceptions are the elections of 1972 and 2008. For both the Nixon vs. Mc-
Govern case and the Obama vs. McCain contest, the ANES-based accuracy is slightly
above 70% (71.9% in 1972 and 71.0% in 2008). However, CCES-based accuracy in 2008!
was only 63.6% and, crucially, not significantly different than the accuracy rates we ob-
serve in 2016 (64.6%) or 2020 (63.4% in the Nationscape data). Again, overall, given the

area covered by the 95 percent confidence intervals of accuracy, we see that predictions

9One may argue that in particular elections when the results were not close, 50% is not a fair compar-
ison. We provide the baseline two-party vote share for each presidential election in Appendix E, which
further decreases the value that demographics bring to the prediction (compared to a prediction rule
where for each respondent we would have naively predicted a vote for the winning candidate).

In the Appendix, we also provide equivalent plots when (1) geographical information of south
vs. non-south states is included, and (2) religious affiliation of whether the respondent is a Protestant,
Catholic, Jewish, or none of the above is included. Unfortunately, whether the respondent is specifically
an evangelical Christian could not be included for consistency, since the variable is not included in the
early years of ANES. The results are similarly stable over time.

2INote that the large confidence interval of ANES survey datasets are due to their relatively small size,
compared to CCES or Nationscape.
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are typically only 10 to 15 percentage points better than random guesses. In fact, in 1960
and 2000, predictions were only marginally better than predictions obtained by chance

(respectively 57% and 54% accuracy).

A simple regression slope of accuracy on years with just ANES data is 0.0004 with
a standard error of 0.0006 (p-value of 0.46). The slope, while positive, is not statisti-
cally significant, thereby providing no evidence to reject the null.?> If all surveys are
pooled—again, with the caveat that accuracy between different surveys may not be di-
rectly comparable—the slope is 0.0004 with a standard error of 0.0004 (p-value of 0.24).%3

These null results are robust to the choice of algorithms.

Thus, there is no evidence to suggest that there is demographic sorting—voters’” de-
mographic characteristics do not provide more informative signals for vote choice over
time. The results suggest that the electorate has not become more polarized along de-
mographic lines in a way that is informative about voting behavior.* Note that this is not
about a specific demographic group (e.g., marginal contribution of white working-class
men in their 30s to a party voting bloc) but the overall, joint prediction ability of com-
binations of demographics, which may explain the disparity between the results of this

paper and the literature’s recent focus.

2Z2When the algorithm is changed to logit, the corresponding numbers are slope of -0.0012 with a
standard error of 0.0006 (p-value of 0.08). When the algorithm is changed to CART, the corresponding
numbers are slope of -0.0008875 with a standard error of 0.0007 (p-value of 0.21).

Z3When the algorithm is changed to logit, the corresponding numbers are slope of -0.000683 with a
standard error of 0.0004 (p-value of 0.13). When the algorithm is changed to CART, the corresponding
numbers are slope of -0.00057 with a standard error of 0.0004 (p-value of 0.22).

24Note that AUC (in Appendix), over time, seems to be increasing unlike accuracy, with ANES-only
slope of 0.0022 (standard error 0.0005, p-value of < 0.001). The pooled slope of 0.002, standard error 0.0004,
p-value of < 0.001, hinting that over all possible threshold values, the ability to separate the Democratic
vote from the GOP vote has increased over time (as long we treat the 1950s as a starting point, rather than
the 1970s). But when classifying vote choices, researchers rarely use a threshold other than 50%.
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4.3 Prognostic Power of Party ID and Ideology

Hypothesis 2 (Increasing Party ID Sorting). Next, we turn to tests of our second hy-
pothesis that stated that partisan identification would become more informative over
time, consistent with the existing literature. Models that take advantage of data on re-
spondents’ explicit partisan identification, measured on a 7-point scale, are summarized
in the bottom panel of Figure 2. We also present Figure 3 which shows point estimates of
three performance metrics (accuracy, AUC, and the F-1 score), which also displays these
performance metrics for the remaining nested specifications. The full set of performance

metrics is available in the Appendix.

We find that partisanship, jointly with basic demographics, has indeed become a signifi-
cantly more prognostic variable over time. Before the 1992 election, PID-based accuracy
(together with accuracy) never exceeded 85%. However, starting with Bill Clinton’s
re-election, the same specification generally classifies at least 90% of voting decisions
correctly. The linear regression slope testing for a temporal trend in the rates displayed
in the bottom panel of Figure 2 is 0.0018 with a standard error of 0.0003 (p-value < 0.001),
which is in terms of effect size more than four times the coefficient size from the first

specification reported above.””

In addition to accuracy, Figure 3 also displays the evolution of the AUC (a metric that
guards against class imbalance) and the F-score (which balances precision and recall)
over time. We see that—for party-inclusive specifications—both of these metrics are
increasing, confirming the patterns mentioned above. We thus find empirical support for
our second hypothesis, which aligns with the well-established results of an increasingly

polarized U.S. electorate.

To be sure, the predictions based on the second specification leave on the table other

knowable attributes of voters. We explore the implications of their inclusion, which

BPooled results yield a slope of 0.0018 with a standard error of 0.0002 (p-value < 0.001).

18



brings us to our final hypothesis.
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Figure 3: Performance of Presidential Vote Prediction Over Time,
All Models and All Surveys, Random Forests, Accuracy/AUC/F1 Scores
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Hypothesis 3 (Sufficiency of Party ID). While partisanship is now more prognostic of
vote choice, other factors continue to be important in the sense of providing additional
useful information for inferring respondents’ vote choice, as we can see in Figure 3.
More specifically, on average, accuracy of ANES predictions improves by 0.7 percentage
points when issue variables are added on top of demographics and party ID. In addition,
accuracy improves by 8.2 percentage points once all other variables have been added.?
Some examples of variables included in the fourth and final specification are non-policy
opinions. For example, the top variable in terms of permutation importance for the 2018
CCES was a belief that Trump colluded with Russia to influence the 2016 election, and for
ANES 2016, it was the perception about whether honesty well describes the Democratic

presidential candidate.

Hence the evidence generally does not favor the third hypothesis. The patterns uncov-
ered by these models suggest that it is possible to glean significant information about
voters’ behavior even after accounting for their partisanship. Views on policy issues
consistently reveal more information about behavior, above and beyond partisanship.
Moreover, other questions asked on public opinion surveys (occupation, subjective class
identification, group attitudes, political knowledge, media consumption, beliefs, percep-
tions, and so on) still contain a significant amount of additional information that can be

used to improve predictions about voters” behavior.

However, it is clear that in recent years, the value-added from the set of all variables in
terms of prediction is, on average, decreasing. Once party ID is accounted for along with
demographics, the ability of other variables to be put to good use in better predicting

vote choice is more limited compared to the era with lower mass-level polarization.

26When we pool accuracy rates from all surveys, they improve by 1.3 percentage points when issue
variables are added on top of demographics and party ID, and by 7.2 percentage points when all other
variables have been added.
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Party ID vs. Symbolic Ideology vs. Operational Ideology. Given the results above,
it is also worth digressing to investigate the predictive power of three distinct concepts
which are sometimes confused: explicit party ID, self-identified symbolic ideology along
the liberal-conservative scale, and operational ideology, or specific positions on issues
(Ellis and Stimson, 2012). Figure 4 shows the accuracy of predictions based on the
following models: demographics and 7-point party ID (original model 2, displayed in
Figure 3), demographics and 3-point symbolic ideology (liberal vs. moderate vs. con-
servative’’), and demographics and operational ideology, or all issue questions. Note
that some caution in interpretation must be forewarned due to the number of varying

covariates between this model.

Three patterns are worth noting. First, symbolic ideology is nearly as informative as

¥ Unfortunately, the question is not available during 1952-1966 because ANES only provides the ques-
tion starting from 1972.
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operational ideology. This is quite striking, given that random forests extract vote-related
signal from dozens of issue-related questions on the surveys. Second, in spite of a large
amount of information available in the data in the operational ideology model, issues still
underperform compared to party ID. Finally, the convergence of the predictive power
based on demographics and operational ideology vis-a-vis the demographics and party

ID model highlights the growing alignment between partisanship and policy views.

This exercise makes it clear that party labels that voters give themselves trump both
types of ideologies. In the next section, turn back to demographics and describe how

their relative importance has changed over time.

4.4 Variable Importance of Demographics

Given Section 4.2, we explore a related question: do demographics remain among the
important variables when other variables are accounted for? If so, which ones? We
calculate this with permutation-based variable importance measures. Table 1 shows
which demographic characteristics remain as the top 10 variables when either (1) only
party IDs are included (Specification 2), or (2) on top of that, issue variables are also
included (Specification 3). The variables that appear in the same row are aligned by

importance from left to right.

The demographics quickly give way to party ID in variable importance and further
disappear once issues are accounted for. The only variable that consistently stays as
informative about vote choice is identifying as Black. Age and education are somewhat
important but are less significant and less consistent over different surveys and waves.
Identifying as Black consistently retains strong prediction power on vote choice even

after accounting for party IDs.

However, note that in Specification 4 (all covariates), none of the variables remain in

the top 10 variables. With ANES data, you can expand the threshold up to the top 15
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Year Rank #1 Rank #2 Rank #3 Rank #4 Rank #5 Year Rank #1 Rank #2

1952  Black Some college 2-year college 1952 Black
1956 Income: 68-95 %tile  Income: refused High school graduate Age 1956 Income: 68-95 %tile
1960 Income: 96-100 %tile Age Income: 68-95 %tile  Income: 34-67 %tile 1960 Age
1964 Black 2-year college Age Income: 34-67 %tile  Income: 68-95 %tile 1964
1968 Black Some college High school graduate Age Income: 34-67 %tile 1968 Black Age
1972 Black Age Income: 34-67 %tile 2-year college 1972 Black
1976 Black Age Income: 68-95 %tile  2-year college 1976 Black
1980 Black Income: 96-100 %tile  Hispanic Age 2-year college 1980 Black
1984 Black High school graduate 2-year college Age 1984 Black
1988 Black Hispanic Income: 68-95 %tile  Gender 1988 Black
1992 Black 2-year college High school graduate Age 1992  Black
1996 Black 2-year college Hispanic Gender 1996
2000 Black Income: 96-100 %tile  2-year college High school graduate 2000
2004 Black Age 2-year college Some college 2004
2008 Black Hispanic 2-year college High school graduate 2008 Black
2012 Black Hispanic 2-year college Age 2012 Black
2016 Black 2-year college Some college Hispanic 2016 Black
(a) PID Included (ANES) (b) PID/Issues
Included (ANES)
Year Rank #1 Rank #2 Rank #V3 Rank #4 Year Rank #1 Rank #2
2018 Black Age Post-grad High school graduate ~ 2018 Black
2016 Black Post-grad High school graduate 4-year college 2016 Black
2014 Black Age High school graduate 4-year college 2014 Black Age
2012 Black Age 2012 Black
2010 Black High school graduate 4-year college Some college 2010 Black
2008 Black Age High school graduate 4-year college 2008
(c) PID Included (CCES) (d) PID/Issues

Included (CCES)

Table 1: Demographics Remaining in the Top 10 Variables By Variable Importance, Pres-
idential Vote Choice, Random Forests, ANES (1952-2016) and CCES (2008-2018)
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variables, whereby for 1972 and 2008, identifying as Black will still be counted as one of
the more important variables. With CCES data, the threshold needs to be expanded to
the top 30 variables, whereby for 2014 and 2018 being Black emerges in the top important
variables set. Given the results in Section 4.2, we could say that identifying as Black is a

strong predictor in the sparse covariate set, but not growing stronger over the years.

5 Discussion: A Contested Role of Demographics

The degree of voter loyalty has substantial implications for representation. Per the typi-
cal rational choice model, campaigns will focus on catering to persuadable voters rather
than pandering to a part of the electorate that will, conditional on turning out, behave
predictably. If a voting bloc is “too reliable,” a normative concern is that the group’s
interests will not be represented adequately relative to its size and importance. For ex-
ample, the Democratic party has been criticized for not giving priority to issues that
matter to Black voters, a key voting bloc that delivered the Biden victory (Scott, 2020).
Predictability is directly linked to the leverage that a voting bloc has over parties and

candidates (Axelrod, 1972).

Turning the clock back a few years, Donald Trump’s unexpected victory in 2016 left the
media and researchers searching for explanations of the winner’s appeal, and they often
zoomed in on the voting blocs that supported Trump, such as white voters without a
college degree (Schaffner et al., 2018; Abramowitz and McCoy, 2019). A common concern
has been that existing political cleavages between demographic groups were widening,
and many of the post-election explanations focused on the deepening partisan divide by

demographics such as race or education (Porter, 2016; Morgan and Lee, 2018).

Along these lines, Sides (2017) writes that “[t]he Democratic Party has an increasing ad-
vantage among nonwhite people. Among Hispanics, Democrats outnumbered Republi-

cans by 23 points in 2002 but 36 points in 2016.” The reduction of the white population
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and increasing racial diversity of the electorate (Teixeira et al., 2015) have been used to

project the advent of the Democratic party.”®

But other scholars have cautioned that belonging to a social group “does not necessarily
prescribe a specific political outlook” (Huddy, 2018). Clearly, unexpected behaviors from
some groups can lead to wrong inferences about election competitiveness; for instance,

McCall and Orloff (2017) have observed that

... some Democratic commentators bemoaned the fact that a majority of white women
had voted for Trump, and called it a kind of betrayal, underlining their expectation
that women would naturally, on the basis of their gender interests and identity, sup-

port a woman with politics and policies understood to be women-friendly.

This is particularly important because in this paper, we are using demographic labels,
which are self-reported categorizations and not the degrees to which individuals identify
with the group labels. To put it another way, objective inclusion in groups is not equal
to the internalized sense of membership (Huddy, 2013). In this sense, the demographic
labels are basis for but not equal to the social identity and affinity discussed in Green
et al. (2002), Achen and Bartels (2016), or Mason (2015, 2016). Therefore, theoretically,
our results show that the demographic sorting based on observable ‘labels” does not
extend to a better prediction of vote choices. Moreover, we do not use variables such as

evangelicalism which are known to be strong identity groups outside demographics.?’

Our results also have substantial implications for practitioners and the public. The re-
sults could help dispel the myth that demographics are fully or strongly deterministic of

vote choices. Such myths are perpetuated due to the horse-race coverage of pre-election

2To be sure, identity politics is deployed by both sides: Abramowitz and McCoy (2019) conclude
that Trump’s 2016 campaign slogan of “Make America Great Again” has successfully pulled the white
working-class, especially those without a college degree, away from the Democratic party. See also Lamont
et al. (2017) and McQuarrie (2017).

2For variations of Specification 1 with geography and religion considered, see Appendix D. Note that
due to data limitations—to make things consistent over 1952-2020—we could not use many important
variables that have emerged as important social groups.

25



and post-election polls based on group membership. They have the potential to wreak
real-world damage by widening the emotional gap between groups or wrong ecological

inferences.

To be sure, all this is not to say that demographics should be disregarded altogether
when campaign strategies are formulated. Because we investigate vote choice, the data
sample itself is conditional on turnout, one of the key factors that determine a group’s
contribution to the voting bloc (Axelrod, 1972). Therefore, demographics can still play
an important force in shaping voting behavior by playing a decisive role in turnout. For
example, Krupnikov and Piston (2015) show that when there are Black candidates on
the ballot, racial prejudice may prompt even co-partisan voters to stay home instead
of turning out to vote. This indicates that if demographics are strong determinants of
turnout in certain races, the attempt to see the relationship between demographics and
vote choice may suffer from bias induced by conditioning on a collider. We leave further

probes to future research.

6 Conclusion

Demographic attributes can function as markers of social identities, and membership in
these social groups does, to an extent, carry political meaning. Voters” demographic char-
acteristics help improve vote choice predictions compared to random guesses—given
the five demographic characteristics, the probability of an accurate prediction with a
random forests model is on average 63.5%. This, although higher than 50%, suggests
that for most people, memberships in their income group, age group, gender, education
group, or even ethnic group is not politically ‘sorted” strongly enough to translate to

particularly accurate signals about their voting decisions.

Moreover, the accuracy of predicted vote choice inferred based on voters” demographic

attributes has not grown over the years. Our findings based on three sets of national sur-
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veys from 1952 to 2020 show that out-of-sample prediction accuracy has not significantly
increased over the last seven decades. While the main results use random forests, the
results hold when the prediction algorithm is changed to others such as a simple logistic
regression or a CART. Our results are therefore not consistent with the first hypothesis:

demographic sorting is not increasing.

We validate our first result by showing results from four nested model specifications,
increasingly incorporating more information about respondents. In line with existing
findings showing higher polarization, we show that once partisanship is no longer with-
held from the set of predictors, we do observe, as expected, a massive increase in ac-
curacy. Partisanship’s diagnosticity in absolute terms is unmatched by either symbolic
or operational ideology, although issue positions and partisanship’s predictive power
converge in recent years. Furthermore, inferring vote choice with just the combination

of demographics and party ID grows easier over time.

We also note that predictions based on partisanship and demographics can further be
improved by including issue positions from each survey. Adding extra variables (in-
cluding non-policy features such as voters” political knowledge, media consumption,
attitudes tapping into identity considerations, and other survey instruments) to the set
of model features also generally yields higher accuracy. While not fully comparable due
to questionnaires changing over time, the full models generally perform well, lending
credibility to the method of choice. However, once partisanship has been accounted
for, the added value from additional variables is decreasing over time. In recent survey
waves, there is only minimal gain from richer specifications besides partisanship and

demographics.

To check that demographics are not vital to the prediction, we also check permutation-
based variable importance measures to see whether demographics remain among the

top 10 important variables richer models. Only the strongest demographic signal of
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identifying as Black consistently remains among the top 10 important variables in spec-
ifications that include partisanship and/or issues. However, in the full model, where all
possible covariates are used for prediction, no demographic features remain, suggesting
that signals from other combinations of variables are sufficiently strong to push these

out of the top 10.

Considering all this, we conclude that demographic sorting has not translated into vot-
ing behavior. Without information about respondents” partisanship, even sophisticated
random forests models typically only achieve out-of-sample accuracy up to 65%, and
this performance metric has not increased over the last seventy years. As the predictive
power of party ID grows stronger, it dominates the signal from other covariates, dimin-
ishing their marginal predictive power. Therefore, while our results validate scholarly
findings on ideological sorting and polarization, we find no support for vote-based de-

mographic sorting.
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Appendix A Model Outputs and Performance: ANES

Ranges of accuracy rates for all 4 specifications, broken down by algorithm, are are dis-
played in Table A.1. Table A.2 shows the AUC, accuracy, recall, precision, and the F-score
for RF-based models from 1952 onwards, based on the ANES data. These performance
metrics are included in Table A.3 for logit models, and A.4 for classification trees.

Performance of logistic regressions, classification trees, and Random Forests which in-
clude respondents” demographic characteristics as features is compared for each election
between 1952 and 2016 in Figure A.1 via ROC curves. The set of features is then extended
to also include partisanship in Figure A.2, issue positions (Figure A.3), and all available
teatures (Figure A.4).

A1 Accuracy Range Comparison Between Methods

Variable Specification = Year Logit CART RF

Demographics Only 2016 [0.6139, 0.6972] [0.5806, 0.6656] [0.5943, 0.6786]
Demo. + PID 2016 [0.8733,0.9262] [0.7634, 0.8339] [0.8776, 0.9296]
Demo. + PID + Issues 2016 [0.8948, 0.9429] [0.7655, 0.8357] [0.8818, 0.9330]
All Covariates 2016 [0.8733,0.9262] [0.9013, 0.9479] [0.9601, 0.9880]
Demographics Only 2012 [0.6360, 0.7009] [0.6385, 0.7032] [0.6129, 0.6788]
Demo. + PID 2012 [0.9047, 0.9417] [0.8133, 0.8641] [0.9008, 0.9385]
Demo. + PID + Issues 2012 [0.9127, 0.9480] [0.8298, 0.8786] [0.9314, 0.9626]
All Covariates 2012 [0.8929, 0.9321] [0.9207, 0.9543] [0.9576, 0.9815]
Demographics Only 2008 [0.7106, 0.8087] [0.6831, 0.7846] [0.6559, 0.7602]
Demo. + PID 2008 [0.8560, 0.9276] [0.7981, 0.8824] [0.8560, 0.9276]
Demo. + PID + Issues 2008 [0.8232, 0.9024] [0.7487, 0.8415] [0.8672, 0.9358]
All Covariates 2008 [0.4475,0.5622] [0.8414, 0.9165] [0.9012, 0.9598]
Demographics Only 2004 [0.6248, 0.7713] [0.5668, 0.7196] [0.5477, 0.7021]
Demo. + PID 2004 [0.8810, 0.9654] [0.8147,0.9224] [0.8510, 0.9469]
Demo. + PID + Issues 2004 [0.7794, 0.8969] [0.8363, 0.9373] [0.8734, 0.9609]
All Covariates 2004 [0.4294, 0.5888] [0.9044, 0.9783] [0.9125, 0.9823]
Demographics Only 2000 [0.4681, 0.6024] [0.4948, 0.6285] [0.4725, 0.6068]
Demo. + PID 2000 [0.8346,0.9228] [0.7358, 0.8456] [0.8194, 0.9116]
Demo. + PID + Issues 2000 [0.6927, 0.8094] [0.7358, 0.8456] [0.8194, 0.9116]
All Covariates 2000 [0.4459, 0.5805] [0.7895, 0.8887] [0.8707, 0.9482]
Demographics Only 1996 [0.6112, 0.7428] [0.5563, 0.6925] [0.5762, 0.7108]
Demo. + PID 1996 [0.8712,0.9512] [0.7932, 0.8954] [0.8654, 0.9474]
Demo. + PID + Issues 1996 [0.7504, 0.8618] [0.7932, 0.8954] [0.8484, 0.9358]
All Covariates 1996 [0.4537,0.5941] [0.7717,0.8787] [0.8712, 0.9512]
Demographics Only 1992 [0.5314, 0.6517] [0.5351, 0.6553] [0.5351, 0.6553]
Demo. + PID 1992 [0.7834, 0.8758] [0.6998, 0.8056] [0.7673, 0.8626]
Demo. + PID + Issues 1992 [0.6998, 0.8056] [0.6998, 0.8056] [0.7875, 0.8790]
All Covariates 1992 [0.4756, 0.5977] [0.7834, 0.8758] [0.8664, 0.9392]
Demographics Only 1988 [0.5741, 0.6997] [0.5870, 0.7117] [0.5913, 0.7157]
Demo. + PID 1988 [0.8061, 0.8990] [0.6789, 0.7941] [0.7921, 0.8881]



Demo. + PID + Issues
All Covariates
Demographics Only
Demo. + PID

Demo. + PID + Issues
All Covariates
Demographics Only
Demo. + PID

Demo. + PID + Issues
All Covariates
Demographics Only
Demo. + PID

Demo. + PID + Issues
All Covariates
Demographics Only
Demo. + PID

Demo. + PID + Issues
All Covariates
Demographics Only
Demo. + PID

Demo. + PID + Issues
All Covariates
Demographics Only
Demo. + PID

Demo. + PID + Issues
All Covariates
Demographics Only
Demo. + PID

Demo. + PID + Issues
All Covariates
Demographics Only
Demo. + PID

Demo. + PID + Issues
All Covariates
Demographics Only
Demo. + PID

Demo. + PID + Issues
All Covariates

1988
1988
1984
1984
1984
1984
1980
1980
1980
1980
1976
1976
1976
1976
1972
1972
1972
1972
1968
1968
1968
1968
1964
1964
1964
1964
1960
1960
1960
1960
1956
1956
1956
1956
1952
1952
1952
1952

[0.7599, 0.8623] [0.6789, 0.7941]  [0.8061, 0.8990]
[0.4099, 0.5403] [0.8392,0.9239] [0.8881, 0.9578]
[0.5876, 0.7037]  [0.5876,0.7037] [0.5876, 0.7037]
[0.8032, 0.8908] [0.8113,0.8972] [0.7833, 0.8749]
[0.7595, 0.8554]  [0.6974, 0.8026] [0.7833, 0.8749]
[0.5028, 0.6231] [0.8113,0.8972] [0.8942, 0.9579]
[0.6033, 0.7469] [0.5559, 0.7039]  [0.5736, 0.7201]
[0.7568, 0.8756]  [0.7759, 0.8903]  [0.7695, 0.8854]
[0.7504, 0.8707] [0.7759, 0.8903] [0.7631, 0.8805]
[0.4121,0.5653] [0.7504, 0.8707] [0.8482, 0.9420]

[0.5597, 0.6800
[0.7786, 0.8729

[0.5290, 0.6508]
[0.6574, 0.7695]

[0.5520, 0.6727]
[0.7622, 0.8594]

[0.7622, 0.8594] [0.6574, 0.7695]  [0.7622, 0.8594]
[0.4606, 0.5843] [0.7663, 0.8628]  [0.8678, 0.9409]
[0.6564, 0.7592]  [0.6663,0.7680]  [0.6663, 0.7680]
[0.7564, 0.8466] [0.6630, 0.7651]  [0.7429, 0.8352]
[0.7666, 0.8552] [0.7127,0.8091]  [0.7940, 0.8778]
[0.4671,0.5798] [0.7362, 0.8294] [0.8322, 0.9083]

[0.5574, 0.7020]  [0.5238, 0.6707]
[0.7731,0.8859] [0.7731, 0.8859] [0.7489, 0.8670]
[0.7428, 0.8622] [0.7731,0.8859] [0.7489, 0.8670]
[0.5461,0.6916] [0.8227, 0.9227] [0.8612, 0.9489]
[0.5773, 0.7071]  [0.6098, 0.7368]  [0.5958, 0.7241]
[0.7826, 0.8838]  [0.7141, 0.8280] [0.7727, 0.8759]
[0.7189, 0.8320] [0.7286, 0.8401] [0.7826, 0.8838]
[0.4324, 0.5676] [0.8127,0.9069] [0.9075, 0.9718]
[0.5107, 0.6595] [0.4218, 0.5728] [0.4939, 0.6435]
[0.7387, 0.8599] [0.7084, 0.8353]  [0.7448, 0.8647]
[0.7448,0.8647] [0.7084, 0.8353] [0.7326, 0.8550]
[0.5561, 0.7020] [0.8723,0.9566] [0.8858, 0.9649]
[0.5376, 0.6616] [0.5256, 0.6502] [0.5496, 0.6730]

[0.8041, 0.8949

]
]
]
]
|
]
]
]
]
]
|
]
|
]
]
|
]
|
[0.5517, 0.6968]
|
]
|
]
]
|
]
|
]
|
]
|
]
[0.8085, 0.8983]

]

]

|

]

]

[0.7737, 0.8707]
[0.7737, 0.8707]

[0.7780, 0.8742]
[0.7780, 0.8742]

[0.7266, 0.8318] [0.7910, 0.8846] [0.8806, 0.9510]
[0.5047, 0.6319] [0.5457, 0.6711] [0.5375, 0.6633]
[0.7630, 0.8633] [0.6975, 0.8084] [0.7586, 0.8597]
[0.7674, 0.8669] [0.6975, 0.8084] [0.7586, 0.8597]
[0.6589, 0.7747] [0.7763, 0.8741] [0.8772, 0.9496]

Table A.1: Accuracy Range Comparison, Presidential Vote Choice, ANES 1952-2016

A.2 Full Performance Tables

Variable Specification ~Year = AUC Accuracy CI Precision Recall F1
Demographics 2016 0.6935 0.6372  [0.5943, 0.6786] 0.6566 0.6397 0.6480
Demo. + PID 2016 0.9537 0.9060 [0.8776, 0.9296] 0.9339 0.8824 0.9074
Demo. + PID + Issues 2016 0.9707 0.9098 [0.8818, 0.9330] 0.9245 0.9007 0.9125
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All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

2016
2012
2012
2012
2012
2008
2008
2008
2008
2004
2004
2004
2004
2000
2000
2000
2000
1996
1996
1996
1996
1992
1992
1992
1992
1988
1988
1988
1988
1984
1984
1984
1984
1980
1980
1980
1980
1976
1976
1976
1976
1972
1972
1972
1972
1968
1968

0.9962
0.7290
0.9697
0.9877
0.9971
0.7956
0.9275
0.9571
0.9845
0.6830
0.9378
0.9823
0.9975
0.5905
0.9217
0.9384
0.9691
0.7321
0.9476
0.9477
0.9935
0.6601
0.8907
0.9207
0.9724
0.6847
0.9113
0.9194
0.9758
0.6127
0.8918
0.9251
0.9748
0.6478
0.8892
0.8841
0.9697
0.6778
0.8854
0.8949
0.9718
0.6476
0.8635
0.8991
0.9476
0.6336
0.8810

0.9770
0.6464
0.9211
0.9486
0.9713
0.7101
0.8958
0.9055
0.9349
0.6273
0.9068
0.9255
0.9565
0.5402
0.8705
0.8705
0.9152
0.6456
0.9126
0.8981
0.9175
0.5963
0.8185
0.8370
0.9074
0.6555
0.8445
0.8571
0.9286
0.6473
0.8327
0.8327
0.9309
0.6494
0.8333
0.8276
0.9023
0.6136
0.8144
0.8144
0.9091
0.7192
0.7918
0.8391
0.8738
0.5989
0.8132

[0.9601, 0.9880]
[0.6129, 0.6788]
[0.9008, 0.9385]
[0.9314, 0.9626]
[0.9576, 0.9815]
[0.6559, 0.7602]
[0.8560, 0.9276]
[0.8672, 0.9358]
[0.9012, 0.9598]
[0.5477, 0.7021]
[0.8510, 0.9469]
[0.8734, 0.9609]
[0.9125, 0.9823]
[0.4725, 0.6068]
[0.8194, 0.9116]
[0.8194, 0.9116]
[0.8707, 0.9482]
[0.5762, 0.7108]
[0.8654, 0.9474]
[0.8484, 0.9358]
[0.8712, 0.9512]
[0.5351, 0.6553]
[0.7673, 0.8626]
[0.7875, 0.8790]
[0.8664, 0.9392]
[0.5913, 0.7157]
[0.7921, 0.8881]
[0.8061, 0.8990]
[0.8881, 0.9578]
[0.5876, 0.7037]
[0.7833, 0.8749]
[0.7833, 0.8749]
[0.8942, 0.9579]
[0.5736, 0.7201]
[0.7695, 0.8854]
[0.7631, 0.8805]
[0.8482, 0.9420]
[0.5520, 0.6727]
[0.7622, 0.8594]
[0.7622, 0.8594]
[0.8678, 0.9409]
[0.6663, 0.7680]
[0.7429, 0.8352]
[0.7940, 0.8778]
[0.8322, 0.9083]
[0.5238, 0.6707]
[0.7489, 0.8670]

0.9815
0.7271
0.9374
0.9597
0.9684
0.7164
0.9139
0.9190
0.9469
0.6667
0.8810
0.9241
0.9286
0.5664
0.8938
0.8803
0.8898
0.6599
0.9048
0.8779
0.8815
0.6296
0.8263
0.8519
0.8889
0.7500
0.7953
0.8250
0.9130
0.7368
0.8108
0.8165
0.9211
0.7273
0.7582
0.7738
0.8734
0.6143
0.8014
0.7972
0.8986
0.7400
0.7527
0.8039
0.8544
0.5932
0.7551

0.9743
0.6513
0.9299
0.9539
0.9840
0.9366
0.9317
0.9415
0.9561
0.4810
0.9367
0.9241
0.9873
0.5424
0.8559
0.8729
0.9576
0.8083
0.9500
0.9583
0.9917
0.7532
0.8734
0.8734
0.9620
0.4018
0.9018
0.8839
0.9375
0.2435
0.7826
0.7739
0.9130
0.3158
0.9079
0.8553
0.9079
0.6418
0.8433
0.8507
0.9254
0.3274
0.6195
0.7257
0.7788
0.4167
0.8810

0.9779
0.6871
0.9336
0.9568
0.9761
0.8118
0.9227
0.9301
0.9515
0.5588
0.9080
0.9241
0.9571
0.5541
0.8745
0.8766
0.9224
0.7266
0.9268
0.9163
0.9333
0.6859
0.8492
0.8625
0.9240
0.5233
0.8452
0.8534
0.9251
0.3660
0.7965
0.7946
0.9170
0.4404
0.8263
0.8125
0.8903
0.6277
0.8218
0.8231
0.9118
0.4540
0.6796
0.7628
0.8148
0.4895
0.8132



Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables

1968
1968
1964
1964
1964
1964
1960
1960
1960
1960
1956
1956
1956
1956
1952
1952
1952
1952

0.8776
0.9698
0.6298
0.8482
0.9031
0.9733
0.5830
0.8891
0.8551
0.9852
0.5678
0.8734
0.8883
0.9779
0.5825
0.8719
0.8748
0.9698

0.8132
0.9121
0.6622
0.8288
0.8378
0.9459
0.5698
0.8101
0.7989
0.9330
0.6126
0.8300
0.8300
0.9209
0.6016
0.8130
0.8130
0.9187

[0.7489, 0.8670]
[0.8612, 0.9489]
[0.5958, 0.7241]
[0.7727, 0.8759]
[0.7826, 0.8838]
[0.9075, 0.9718]
[0.4939, 0.6435]
[0.7448, 0.8647]
[0.7326, 0.8550]
[0.8858, 0.9649]
[0.5496, 0.6730]
[0.7780, 0.8742]
[0.7780, 0.8742]
[0.8806, 0.9510]
[0.5375, 0.6633]
[0.7586, 0.8597]
[0.7586, 0.8597]
[0.8772, 0.9496]

0.7604
0.8696
0.6794
0.8457
0.8353
0.9662
0.5600
0.7619
0.7732
0.9231
0.7000
0.7521
0.7611
0.8796
0.6923
0.7355
0.7436
0.9192

0.8690
0.9524
0.9467
0.9133
0.9467
0.9533
0.6292
0.8989
0.8427
0.9438
0.0686
0.8627
0.8431
0.9314
0.0874
0.8641
0.8447
0.8835

0.8111
0.9091
0.7911
0.8782
0.8875
0.9597
0.5926
0.8247
0.8065
0.9333
0.1250
0.8037
0.8000
0.9048
0.1552
0.7946
0.7909
0.9010

Table A.2: Performance Metrics, Presidential Vote Choice, Random Forests, ANES 1952—

2016

Variable Specification ~Year = AUC Accuracy CI Precision Recall F1
Demographics 2016 0.7034 0.6564 [0.6139, 0.6972] 0.6768 0.6544 0.6654
Demo. + PID 2016 0.9522 0.9021 [0.8733, 0.9262] 0.9202 0.8897 0.9047
Demo. + PID + Issues 2016 0.9581 0.9213 [0.8948, 0.9429] 0.9459 0.9007 0.9228
All Observables 2016 0.9576 0.9021 [0.8733, 0.9262] 0.9108 0.9007 0.9057
Demographics 2012 0.7342 0.6691 [0.6360, 0.7009] 0.7832 0.6152 0.6891
Demo. + PID 2012 0.9744 0.9247 [0.9047, 0.9417] 0.9523 0.9198 0.9358
Demo. + PID + Issues 2012 0.9719 0.9319 [0.9127, 0.9480] 0.9547 0.9299 0.9421
All Observables 2012 0.9677 0.9140 [0.8929, 0.9321] 0.9313 09238 0.9276
Demographics 2008 0.8354 0.7622 [0.7106, 0.8087] 0.8300 0.8098 0.8198
Demo. + PID 2008 0.9522 0.8958 [0.8560, 0.9276] 09139 09317 0.9227
Demo. + PID + Issues 2008 0.9194 0.8664 [0.8232, 0.9024] 0.8981 0.9024 0.9002
All Observables 2008 0.5162 0.5049 [0.4475, 0.5622] 0.6803 0.4878 0.5682
Demographics 2004 0.7228 0.7019 [0.6248, 0.7713] 0.8163 0.5063 0.6250
Demo. + PID 2004 0.9437 0.9317 [0.8810, 0.9654] 0.9048 0.9620 0.9325
Demo. + PID + Issues 2004 0.8452 0.8447 [0.7794, 0.8969] 0.8214 0.8734 0.8466
All Observables 2004 0.5037 0.5093 [0.4294, 0.5888] 0.5000 0.4557 0.4768
Demographics 2000 0.5817 0.5357 [0.4681, 0.6024] 0.5714 0.4746 0.5185
Demo. + PID 2000 0.9159 0.8839 [0.8346, 0.9228] 0.9107 0.8644 0.8870
Demo. + PID + Issues 2000 0.7545 0.7545 [0.6927, 0.8094] 0.7739 0.7542 0.7639
All Observables 2000 0.5062 0.5134 [0.4459, 0.5805] 0.5385 0.5339 0.5362
Demographics 1996 0.7351 0.6796 [0.6112, 0.7428] 0.7109 0.7583 0.7339
Demo. + PID 1996 0.9451 09175 [0.8712, 0.9512] 0.9256  0.9333 0.9295
Demo. + PID + Issues 1996 0.8893 0.8107 [0.7504, 0.8618] 0.8092 0.8833 0.8446



All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables

1996
1992
1992
1992
1992
1988
1988
1988
1988
1984
1984
1984
1984
1980
1980
1980
1980
1976
1976
1976
1976
1972
1972
1972
1972
1968
1968
1968
1968
1964
1964
1964
1964
1960
1960
1960
1960
1956
1956
1956
1956
1952
1952
1952
1952

0.5307
0.6548
0.9179
0.7532
0.5403
0.6548
0.9191
0.8800
0.4727
0.6295
0.8929
0.8745
0.5649
0.6637
0.9013
0.9070
0.4902
0.7005
0.8896
0.9107
0.5280
0.7058
0.8616
0.8793
0.5180
0.6566
0.9082
0.8562
0.6199
0.6643
0.8744
0.8598
0.5129
0.5910
0.8858
0.8752
0.6551
0.5745
0.9019
0.9093
0.8489
0.5539
0.8757
0.8787
0.7472

0.5243
0.5926
0.8333
0.7556
0.5370
0.6387
0.8571
0.8151
0.4748
0.6473
0.8509
0.8109
0.5636
0.6782
0.8218
0.8161
0.4885
0.6212
0.8295
0.8144
0.5227
0.7098
0.8044
0.8139
0.5237
0.6264
0.8352
0.8077
0.6209
0.6441
0.8378
0.7793
0.5000
0.5866
0.8045
0.8101
0.6313
0.6008
0.8538
0.8577
0.7826
0.5691
0.8171
0.8211
0.7195

[0.4537, 0.5941]
[0.5314, 0.6517]
[0.7834, 0.8758]
[0.6998, 0.8056]
[0.4756, 0.5977]
[0.5741, 0.6997]
[0.8061, 0.8990]
[0.7599, 0.8623]
[0.4099, 0.5403]
[0.5876, 0.7037]
[0.8032, 0.8908]
[0.7595, 0.8554]
[0.5028, 0.6231]
[0.6033, 0.7469]
[0.7568, 0.8756]
[0.7504, 0.8707]
[0.4121, 0.5653]
[0.5597, 0.6800]
[0.7786, 0.8729]
[0.7622, 0.8594]
[0.4606, 0.5843]
[0.6564, 0.7592]
[0.7564, 0.8466]
[0.7666, 0.8552]
[0.4671, 0.5798]
[0.5517, 0.6968]
[0.7731, 0.8859]
[0.7428, 0.8622]
[0.5461, 0.6916]
[0.5773, 0.7071]
[0.7826, 0.8838]
[0.7189, 0.8320]
[0.4324, 0.5676]
[0.5107, 0.6595]
[0.7387, 0.8599]
[0.7448, 0.8647]
[0.5561, 0.7020]
[0.5376, 0.6616]
[0.8041, 0.8949]
[0.8085, 0.8983]
[0.7266, 0.8318]
[0.5047, 0.6319]
[0.7630, 0.8633]
[0.7674, 0.8669]
[0.6589, 0.7747]

0.6058
0.6319
0.8383
0.8026
0.6170
0.6970
0.8250
0.8148
0.4414
0.6607
0.8246
0.7788
0.4823
0.8571
0.7586
0.7821
0.4235
0.6214
0.8201
0.8058
0.5270
0.7692
0.7429
0.7455
0.3623
0.6600
0.7700
0.7882
0.5824
0.6859
0.8562
0.8217
0.6857
0.5714
0.7547
0.7723
0.6386
0.5152
0.7778
0.7895
0.7196
0.4615
0.7458
0.7521
0.6417

0.5250
0.7278
0.8861
0.7722
0.5506
0.4107
0.8839
0.7857
0.4375
0.3217
0.8174
0.7652
0.5913
0.3158
0.8684
0.8026
0.4737
0.6493
0.8507
0.8358
0.5821
0.2655
0.6903
0.7257
0.4425
0.3929
0.9167
0.7976
0.6310
0.8733
0.9133
0.8600
0.4800
0.6742
0.8989
0.8764
0.5955
0.1667
0.8922
0.8824
0.7549
0.1748
0.8544
0.8544
0.7476

0.5625
0.6765
0.8615
0.7871
0.5819
0.5169
0.8534
0.8000
0.4395
0.4327
0.8210
0.7719
0.5313
0.4615
0.8098
0.7922
0.4472
0.6350
0.8352
0.8205
0.5532
0.3947
0.7156
0.7354
0.3984
0.4925
0.8370
0.7929
0.6057
0.7683
0.8839
0.8404
0.5647
0.6186
0.8205
0.8211
0.6163
0.2519
0.8311
0.8333
0.7368
0.2535
0.7964
0.8000
0.6906

Table A.3: Performance Metrics, Presidential Vote Choice, Logit, ANES 1952-2016



Variable Specification ~Year = AUC Accuracy CI Precision Recall F1
Demographics 2016 0.6751 0.6238 [0.5806, 0.6656] 0.6250 0.6985 0.6597
Demo. + PID 2016 0.8007 0.8004 [0.7634, 0.8339] 0.7414 09485 0.8323
Demo. + PID + Issues 2016 0.8535 0.8023 [0.7655, 0.8357] 0.7752  0.8750 0.8221
All Observables 2016 0.9519 0.9271 [0.9013, 0.9479] 0.9398 0.9191 0.9294
Demographics 2012 0.7240 0.6714 [0.6385, 0.7032] 0.8522 0.5431 0.6634
Demo. + PID 2012 0.8082 0.8399 [0.8133, 0.8641] 0.7977 0.9800 0.8795
Demo. + PID + Issues 2012 0.8909 0.8554 [0.8298, 0.8786] 0.8921 0.8617 0.8767
All Observables 2012 0.9504 0.9391 [0.9207, 0.9543] 0.9590 0.9379 0.9483
Demographics 2008 0.8011 0.7362 [0.6831, 0.7846] 0.8647 0.7171 0.7840
Demo. + PID 2008 0.7849 0.8436 [0.7981, 0.8824] 0.8285 0.9659 0.8919
Demo. + PID + Issues 2008 0.7727 0.7980 [0.7487, 0.8415] 0.8295 0.8780 0.8531
All Observables 2008 0.8884 0.8827 [0.8414, 0.9165] 0.8894 0.9415 0.9147
Demographics 2004 0.6639 0.6460 [0.5668, 0.7196] 0.7200 0.4557 0.5581
Demo. + PID 2004 0.8780 0.8758 [0.8147, 0.9224] 0.7980 1.0000 0.8876
Demo. + PID + Issues 2004 0.8983 0.8944 [0.8363, 0.9373] 0.8605 0.9367 0.8970
All Observables 2004 0.9712 0.9503 [0.9044, 0.9783] 0.9277 0.9747 0.9506
Demographics 2000 0.5892 0.5625 [0.4948, 0.6285] 0.5794 0.6186 0.5984
Demo. + PID 2000 0.7910 0.7946  [0.7358, 0.8456] 0.7338 0.9576 0.8309
Demo. + PID + Issues 2000 0.7910 0.7946  [0.7358, 0.8456] 0.7338 0.9576 0.8309
All Observables 2000 0.8396 0.8438 [0.7895, 0.8887] 0.8217 0.8983 0.8583
Demographics 1996 0.6553 0.6262 [0.5563, 0.6925] 0.7216  0.5833 0.6452
Demo. + PID 1996 0.8274 0.8495 [0.7932, 0.8954] 0.8112 0.9667 0.8821
Demo. + PID + Issues 1996 0.8274 0.8495 [0.7932, 0.8954] 0.8112 0.9667 0.8821
All Observables 1996 0.8238 0.8301 [0.7717, 0.8787] 0.7815 0.9833 0.8708
Demographics 1992 0.6430 0.5963 [0.5351, 0.6553] 0.6339 0.7342 0.6804
Demo. + PID 1992 0.7289 0.7556  [0.6998, 0.8056] 0.7277 09304 0.8167
Demo. + PID + Issues 1992 0.7289 0.7556  [0.6998, 0.8056] 0.7277 0.9304 0.8167
All Observables 1992 0.8367 0.8333 [0.7834, 0.8758] 0.8122  0.9304 0.8673
Demographics 1988 0.6353 0.6513 [0.5870, 0.7117] 0.8537 0.3125 0.4575
Demo. + PID 1988 0.7554 0.7395 [0.6789, 0.7941] 0.6524 0.9554 0.7754
Demo. + PID + Issues 1988 0.7554 0.7395 [0.6789, 0.7941] 0.6524 0.9554 0.7754
All Observables 1988 0.8878 0.8866 [0.8392, 0.9239] 0.9126 0.8393 0.8744
Demographics 1984 0.5819 0.6473 [0.5876, 0.7037] 0.8750 0.1826 0.3022
Demo. + PID 1984 0.8886 0.8582 [0.8113, 0.8972] 0.8167 0.8522 0.8340
Demo. + PID + Issues 1984 0.7211 0.7527 [0.6974, 0.8026] 0.8133 0.5304 0.6421
All Observables 1984 0.9024 0.8582 [0.8113, 0.8972] 0.7923 0.8957 0.8408
Demographics 1980 0.5963 0.6322 [0.5559, 0.7039] 0.7000 0.2763 0.3962
Demo. + PID 1980 0.8820 0.8391 [0.7759, 0.8903] 0.7500 0.9474 0.8372
Demo. + PID + Issues 1980 0.8820 0.8391 [0.7759, 0.8903] 0.7500 0.9474 0.8372
All Observables 1980 0.8300 0.8161 [0.7504, 0.8707] 0.7895 0.7895 0.7895
Demographics 1976 0.6534 0.5909  [0.5290, 0.6508] 0.5756 0.7388 0.6471
Demo. + PID 1976 0.7224 0.7159  [0.6574, 0.7695] 0.6545 0.9328 0.7692
Demo. + PID + Issues 1976 0.7224 0.7159  [0.6574, 0.7695] 0.6545 0.9328 0.7692
All Observables 1976  0.8036 0.8182 [0.7663, 0.8628] 0.7905 0.8731 0.8298
Demographics 1972 0.6779 0.7192  [0.6663, 0.7680] 0.6875 0.3894 0.4972



Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables
Demographics

Demo. + PID

Demo. + PID + Issues
All Observables

1972
1972
1972
1968
1968
1968
1968
1964
1964
1964
1964
1960
1960
1960
1960
1956
1956
1956
1956
1952
1952
1952
1952

0.6116
0.8397
0.8244
0.6014
0.8469
0.8469
0.9181
0.5834
0.6713
0.7675
0.8862
0.4900
0.7848
0.7848
0.9361
0.5613
0.8941
0.8961
0.8834
0.5795
0.7865
0.7865
0.8602

0.7161
0.7634
0.7855
0.6319
0.8352
0.8352
0.8791
0.6757
0.7748
0.7883
0.8649
0.4972
0.7765
0.7765
0.9218
0.5889
0.8261
0.8261
0.8419
0.6098
0.7561
0.7561
0.8293

[0.6630, 0.7651]
[0.7127, 0.8091]
[0.7362, 0.8294]
[0.5574, 0.7020]
[0.7731, 0.8859]
[0.7731, 0.8859]
[0.8227, 0.9227]
[0.6098, 0.7368]
[0.7141, 0.8280]
[0.7286, 0.8401]
[0.8127, 0.9069]
[0.4218, 0.5728]
[0.7084, 0.8353]
[0.7084, 0.8353]
[0.8723, 0.9566]
[0.5256, 0.6502]
[0.7737, 0.8707]
[0.7737, 0.8707]
[0.7910, 0.8846]
[0.5457, 0.6711]
[0.6975, 0.8084]
[0.6975, 0.8084]
[0.7763, 0.8741]

0.8485
0.6638
0.8689
0.7297
0.7700
0.7700
0.8690
0.6893
0.7632
0.8366
0.8448
0.4968
0.7025
0.7025
0.8947
0.4833
0.7544
0.7685
0.7981
0.5778
0.6387
0.6387
0.7607

0.2478
0.6814
0.4690
0.3214
0.9167
0.9167
0.8690
0.9467
0.9667
0.8533
0.9800
0.8764
0.9551
0.9551
0.9551
0.2843
0.8431
0.8137
0.8137
0.2524
0.9612
0.9612
0.8641

0.3836
0.6725
0.6092
0.4463
0.8370
0.8370
0.8690
0.7978
0.8529
0.8449
0.9074
0.6341
0.8095
0.8095
0.9239
0.3580
0.7963
0.7905
0.8058
0.3514
0.7674
0.7674
0.8091

Table A.4: Performance Metrics, Presidential Vote Choice, CART, ANES 1952-2016



A.3 ROC Curves

1952 1956 1960 1964 1968
1.01 1.01 1.01 1.0 1.0
0.5-/ 0.5-/ 05{ 7 0.51 o 051

7

0.0+ T 7 0.0+ T ¢ 0.0+ T ¢ 007 T r 0.0+ T T
00 05 1.0 00 05 1.0 00 05 1.0 00 05 1.0 00 05 1.0
1972 1976 1980 1984 1988

1.01 1.0 1.01 1.0 1.0

054 .4 0.5-/_ 0.5 Y 0.54 059

0.0-¢ : 4 0.04f : < 0.0-f : < 0.0 : J 0.0-f : :
00 05 1.0 00 05 1.0 00 05 1.0 00 05 1.0 00 05 1.0
1992 1996 2000 2004 2008

1.0 1.0 1.01 1.0+ 1.0

0.5-/ 051 7 0.5 0.5+ 0.5

/

0.0 : ;0.0 : S 0.0 : < 0.0 : ;0.0 : :
00 05 1.0 00 05 1.0 00 05 1.0 00 05 1.0 00 05 1.0
2012 2016

1.0 1.0

0.5-/_ 0.5-/_

0.0 : ;0.0 : :

00 05 1.0 00 05 1.0

Method Logit = -+ CART — RF

1952

Figure A.1: ROC Curves for Presidential Vote Choice, Demographics Only, Comparison
Between Logit, CART, and RF
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Figure A.2: ROC Curves for Presidential Vote Choice, Demo. + PID, Comparison Be-
tween Logit, CART, and RF
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Figure A.4: ROC Curves for Presidential Vote Choice, All Covariates, Comparison Be-
tween Logit, CART, and RF
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Note that logit’s performance becomes very poor in the saturated model (more variables

than number of observations) throughout years 1960-2008.

Appendix B Model Outputs and Performance: CCES

B.1

Table B.5: Accuracy Range Comparison, Presidential Vote Choice, CCES 2008-2018

Accuracy Range Comparison Between Methods

Variable Specification = Year Logit CART RF

Demographics Only 2018 [0.6515, 0.6721] [0.6292, 0.6500] [0.6535, 0.6740]
Demo. + PID 2018 [0.9259, 0.9369] [0.8151, 0.8317] [0.9223, 0.9336]
Demo. + PID + Issues 2018 [0.9562, 0.9647] [0.9260, 0.9370] [0.9533, 0.9621]
All Covariates 2018 [0.5212, 0.5429] [0.9299, 0.9406] [0.9608, 0.9688]
Demographics Only 2016 [0.6442, 0.6650] [0.6222, 0.6432] [0.6359, 0.6567]
Demo. + PID 2016 [0.8919, 0.9051] [0.8579, 0.8728] [0.8892, 0.9026]
Demo. + PID + Issues 2016 [0.9242, 0.9354] [0.8218, 0.8382] [0.9201, 0.9316]
All Covariates 2016 [0.9471, 0.9565] [0.8875, 0.9009] [0.9409, 0.9509]
Demographics Only 2014 [0.6382, 0.6591] [0.6225, 0.6435] [0.6353, 0.6563]
Demo. + PID 2014 [0.9048, 0.9173] [0.8155, 0.8321] [0.9019, 0.9146]
Demo. + PID + Issues 2014 [0.9188, 0.9304] [0.8266, 0.8429] [0.9160, 0.9278]
All Covariates 2014 [0.9436, 0.9534] [0.9070, 0.9193] [0.9412, 0.9511]
Demographics Only 2012 [0.6211, 0.6430] [0.5851, 0.6073] [0.6268, 0.6486]
Demo. + PID 2012 [0.9095, 0.9221] [0.8271, 0.8439] [0.9094, 0.9220]
Demo. + PID + Issues 2012 [0.9480, 0.9577] [0.8956, 0.9091] [0.9446, 0.9546]
All Covariates 2012 [0.9623, 0.9706] [0.9163, 0.9285] [0.9619, 0.9702]
Demographics Only 2010 [0.6332, 0.6527] [0.6136, 0.6334] [0.6404, 0.6598]
Demo. + PID 2010 [0.9134, 0.9246] [0.8358, 0.8506] [0.9109, 0.9222]
Demo. + PID + Issues 2010 [0.9403, 0.9497] [0.9035, 0.9153] [0.9369, 0.9465]
All Covariates 2010 [0.9497,0.9583] [0.9332, 0.9431] [0.9511, 0.9596]
Demographics Only 2008 [0.6233, 0.6509] [0.5953, 0.6234] [0.6218, 0.6495]
Demo. + PID 2008 [0.8943, 0.9114] [0.8087, 0.8308] [0.8903, 0.9077]
Demo. + PID + Issues 2008 [0.9362, 0.9496] [0.8743, 0.8928] [0.9293, 0.9434]
All Covariates 2008 [0.9740, 0.9825] [0.9607, 0.9713] [0.9761, 0.9842]
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B.2 Full Performance Tables

Variable Specification Year ~AUC Accuracy CI Precision Recall F1
Demographics Only 2018 0.7221 0.6638 [0.6535, 0.6740] 0.6492 0.6129 0.6305
Demo. + PID 2018 0.9699 0.9281 [0.9223, 0.9336] 0.9262 0.9197 0.9230
Demo. + PID + Issues 2018 0.9913 0.9578 [0.9533, 0.9621] 0.9561 0.9537 0.9549
All Covariates 2018 0.9932 0.9650 [0.9608, 0.9688] 0.9675 0.9573 0.9624
Demographics Only 2016 0.7141 0.6463 [0.6359, 0.6567] 0.6329 0.5452 0.5858
Demo. + PID 2016 0.9530 0.8960 [0.8892, 0.9026] 0.8846 0.8894 0.8870
Demo. + PID + Issues 2016 0.9781 0.9260 [0.9201, 0.9316] 0.9226 0.9155 0.9190
All Covariates 2016 0.9885 0.9461 [0.9409, 0.9509] 0.9404 0.9421 0.9413
Demographics Only 2014 0.7159 0.6459 [0.6353, 0.6563] 0.6354 0.4762 0.5444
Demo. + PID 2014 0.9659 0.9084 [0.9019, 0.9146] 0.8860 0.9110 0.8983
Demo. + PID + Issues 2014 0.9743 0.9221 [0.9160, 0.9278] 0.9194 0.9038 0.9115
All Covariates 2014 0.9898 0.9463 [0.9412, 0.9511] 0.9408 0.9382 0.9395
Demographics Only 2012 0.6914 0.6378 [0.6268, 0.6486] 0.6197 0.6953 0.6554
Demo. + PID 2012 0.9697 0.9158 [0.9094, 0.9220] 0.9087 0.9228 0.9157
Demo. + PID + Issues 2012 0.9892 0.9497 [0.9446, 0.9546] 0.9537 0.9443 0.9490
All Covariates 2012 0.9950 0.9662 [0.9619, 0.9702] 0.9664 0.9654 0.9659
Demographics Only 2010 0.7105 0.6502 [0.6404, 0.6598] 0.6245 0.7506 0.6818
Demo. + PID 2010 0.9669 0.9167 [0.9109, 0.9222] 0.9149 09186 0.9167
Demo. + PID + Issues 2010 0.9835 0.9418 [0.9369, 0.9465] 0.9402 0.9434 0.9418
All Covariates 2010 0.9887 0.9555 [0.9511, 0.9596] 0.9493 0.9623 0.9557
Demographics Only 2008 0.6806 0.6357 [0.6218, 0.6495] 0.6871 0.4663 0.5556
Demo. + PID 2008 0.9559 0.8993 [0.8903, 0.9077] 0.8863 0.9106 0.8983
Demo. + PID + Issues 2008 0.9836 0.9366 [0.9293, 0.9434] 0.9207 0.9522 0.9362
All Covariates 2008 0.9981 0.9805 [0.9761, 0.9842] 0.9775 0.9826 0.9801

Table B.6: Performance Metrics, Presidential Vote Choice, Random Forests, CCES 2008-

2018
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Variable Specification Year AUC Accuracy CI Precision Recall F1
Demographics Only 2018 0.7190 0.6619 [0.6515, 0.6721] 0.6328 0.6613 0.6467
Demo. + PID 2018 0.9724 0.9315 [0.9259, 0.9369] 0.9252 0.9288 0.9270
Demo. + PID + Issues 2018 0.9923 0.9606 [0.9562, 0.9647] 0.9621 0.9534 0.9577
All Covariates 2018 0.5002 0.5321 [0.5212, 0.5429] 0.6000 0.0008 0.0016
Demographics Only 2016 0.7100 0.6546 [0.6442, 0.6650] 0.6185 0.6452 0.6315
Demo. + PID 2016 0.9549 0.8986 [0.8919, 0.9051] 0.8783 0.9043 0.8911
Demo. + PID + Issues 2016 0.9804 0.9299 [0.9242, 0.9354] 0.9246 0.9224 0.9235
All Covariates 2016 0.9901 0.9519 [0.9471, 0.9565] 0.9465 0.9488 0.9477
Demographics Only 2014 0.7129 0.6487 [0.6382, 0.6591] 0.5983 0.6369 0.6170
Demo. + PID 2014 0.9679 0.9112 [0.9048, 0.9173] 0.8824 0.9232 0.9023
Demo. + PID + Issues 2014 0.9760 0.9248 [0.9188, 0.9304] 0.9138 0.9171 0.9155
All Covariates 2014 0.9885 0.9487 [0.9436, 0.9534] 0.9418 0.9426 0.9422
Demographics Only 2012 0.6876 0.6321 [0.6211, 0.6430] 0.6082 0.7228 0.6606
Demo. + PID 2012 0.9732 0.9160 [0.9095, 0.9221] 0.9051 0.9276 0.9162
Demo. + PID + Issues 2012 0.9910 0.9530 [0.9480, 0.9577] 0.9545 0.9505 0.9525
All Covariates 2012 0.9952 0.9666 [0.9623, 0.9706] 0.9669 0.9656 0.9663
Demographics Only 2010 0.7076 0.6430 [0.6332, 0.6527] 0.6147 0.7633 0.6810
Demo. + PID 2010 0.9702 0.9191 [0.9134, 0.9246] 0.9084 0.9321 0.9201
Demo. + PID + Issues 2010 0.9857 0.9451 [0.9403, 0.9497] 0.9427 0.9477 0.9452
All Covariates 2010 0.9877 0.9541 [0.9497, 0.9583] 0.9493 0.9593 0.9543
Demographics Only 2008 0.6794 0.6372 [0.6233, 0.6509] 0.6616 0.5263 0.5862
Demo. + PID 2008 0.9601 0.9031 [0.8943, 0.9114] 0.8898 0.9149 0.9022
Demo. + PID + Issues 2008 0.9859 0.9432 [0.9362, 0.9496] 0.9350 0.9496 0.9423
All Covariates 2008 0.9786 0.9786 [0.9740, 0.9825] 0.9787 0.9774 0.9781

Table B.7: Performance Metrics, Presidential Vote Choice, Logit, CCES 2008-2018
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Variable Specification Year AUC Accuracy CI Precision Recall F1
Demographics Only 2018 0.6624 0.6397 [0.6292, 0.6500] 0.6067 0.6543 0.6296
Demo. + PID 2018 0.8136 0.8235 [0.8151, 0.8317] 0.9740 0.6401 0.7725
Demo. + PID + Issues 2018 0.9426 0.9316 [0.9260, 0.9370] 0.9220 0.9329 0.9274
All Covariates 2018 0.9402 0.9354 [0.9299, 0.9406] 0.9313 0.9306 0.9310
Demographics Only 2016 0.6598 0.6328 [0.6222, 0.6432] 0.5815 0.7113 0.6399
Demo. + PID 2016 0.8640 0.8655 [0.8579, 0.8728] 0.9367 0.7579 0.8379
Demo. + PID + Issues 2016 0.8265 0.8301 [0.8218, 0.8382] 0.8702 0.7401 0.7999
All Covariates 2016 0.9008 0.8943 [0.8875, 0.9009] 0.8731 0.9006 0.8866
Demographics Only 2014 0.6800 0.6331 [0.6225, 0.6435] 0.6059 0.4981 0.5467
Demo. + PID 2014 0.8063 0.8239 [0.8155, 0.8321] 0.9603 0.6297 0.7606
Demo. + PID + Issues 2014 0.8373 0.8349 [0.8266, 0.8429] 0.8045 0.8301 0.8171
All Covariates 2014 0.9216 0.9133 [0.9070, 0.9193] 0.8980 0.9080 0.9030
Demographics Only 2012 0.6083 0.5962 [0.5851, 0.6073] 0.5600 0.8628 0.6792
Demo. + PID 2012 0.8358 0.8356 [0.8271, 0.8439] 0.9794 0.6826 0.8045
Demo. + PID + Issues 2012 0.9028 0.9025 [0.8956, 0.9091] 0.9157 0.8847 0.8999
All Covariates 2012 0.9322 0.9226 [0.9163, 0.9285] 0.8994 0.9499 0.9240
Demographics Only 2010 0.6318 0.6235 [0.6136, 0.6334] 0.5790 0.9015 0.7051
Demo. + PID 2010 0.8463 0.8433 [0.8358, 0.8506] 0.9654 0.7117 0.8193
Demo. + PID + Issues 2010 0.9090 0.9095 [0.9035, 0.9153] 0.8921 0.9314 0.9113
All Covariates 2010 0.9470 0.9383 [0.9332, 0.9431] 0.9273 0.9509 0.9390
Demographics Only 2008 0.6108 0.6094 [0.5953, 0.6234] 0.7094 0.3391 0.4589
Demo. + PID 2008 0.8257 0.8200 [0.8087, 0.8308] 0.7382 0.9783 0.8415
Demo. + PID + Issues 2008 0.8854 0.8838 [0.8743, 0.8928] 0.8560 0.9162 0.8851
All Covariates 2008 0.9676 0.9663 [0.9607, 0.9713] 0.9673 0.9635 0.9654

Table B.8: Performance Metrics, Presidential Vote Choice, CART, CCES 2008-2018

B.3 ROC Curves
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Figure B.5: ROC Curves for Presidential Vote Choice, Demographics Only, Comparison

Between Logit, CART, and RF
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2018

2016 2014 2012 2010 2008
1.0 1.0 == 1.0= 1.0 4= 1.0 1.0
I 1 I
0.5 0.5 0.5 05 0.5 0.5
0.0 oo .V oot . J o004 S oo ) oo |
00 05 1.0 00 05 1.0 00 05 1.0 00 05 1.0 00 05 1.0 00 05 1.
Method Logit = - CART — RF
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tween Logit, CART, and RF
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Accuracy

Model and Specification AUC Point estimate Low est. High est. Precision Recall F1

RF: Demographics Only 0.712 0.655 0.642 0.668 0.691 0.682 0.686
RF: Demo. + PID 0.945 0.888 0.879 0.896 0.891 0.908  0.899
RF: Demo. + PID + Issues 0.969 0.906 0.898 0.914 0.903 0.930 0917
RF: All Covariates 0.975 0.917 0.909 0.925 0.911 0.942  0.926
CART: Demographics Only  0.695 0.652 0.638 0.665 0.694 0.661 0.677
CART: Demo. + PID 0.932 0.887 0.878 0.895 0.889 0.908  0.899
CART: Demo. + PID + Issues  0.940 0.906 0.898 0.914 0.906 0.926 0916
CART: All Covariates 0.941 0.909 0.901 0.917 0.905 0.934 0919
Logit: Demographics Only 0.710 0.650 0.637 0.663 0.676 0.705 0.690
Logit: Demo. + PID 0.941 0.886 0.877 0.895 0.892 0.904 0.898
Logit: Demo. + PID + Issues  0.969 0.909 0.901 0.917 0.906 0.932  0.919
Logit: All Covariates 0.975 0.919 0.912 0.927 0.919 0.937 0.928

Table C.9: Accuracy Range and Other Performance Metrics, Presidential Vote Intent
(Nationscape, 2019-20), Random Forest, Logit, and CART

Appendix C Nationscape
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Figure C.9: ROC Curves for all specifications, Nationscape, Random Forests
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Figure C.10: ROC Curves for all specifications, Nationscape, CART
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Figure C.11: ROC Curves for all specifications, Nationscape, Logit
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Appendix D Alternative Specifications for Demographics
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Figure D.12: Performance of Presidential Vote Prediction Over Time.
Comparison of 5-variable Demographics, Demographics + South, Demographics + Reli-
gion, All Surveys. The prediction algorithm employed is Random Forests.

Early ANES years do not contain information on respondents’ states nor on their specific
religion (e.g., Evangelical Christian). Therefore, to see the addition of geography, we
added South vs. non-South variable (the 11-state definition). To see the addition of
religion, we added a four-level categorical variable of (1) Protestant, (2) Catholic, (3)
Jewish, and (4) all others. None of the slopes in Figure D.12 are, when regressed over
time, statistically significant.
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Appendix E Benchmarking Accuracy Rates

Accuracy achieved by a naive guess
Election Year (i.e., a classification rule where the popular vote
winner is predicted for each respondent)

2020 52.27
2016 51.11
2012 51.97
2008 53.69
2004 51.25
2000 50.26
1996 54.73
1992 53.46
1988 53.90
1984 59.17
1980 55.31
1976 51.06
1972 61.79
1968 50.41
1964 61.34
1960 50.09
1956 57.75
1952 55.45
Average 54.17

Table E.10: Two-party vote share of the winner in U.S. presidential elections (1952-2020)

19



	surveyML-writeup-20210401-singleblind
	Introduction
	Literature and Hypotheses
	Group-based Voting
	Hypotheses
	Machine Learning and Political Behavior

	Data and Methodology
	Results
	How Much Can Demographics Alone Predict Vote Choice?
	No Evidence of Demographic Sorting Over Time
	Prognostic Power of Party ID and Ideology
	Variable Importance of Demographics

	Discussion: A Contested Role of Demographics
	Conclusion

	surveyML-writeup-20210401-SI
	Appendix Model Outputs and Performance: ANES
	Accuracy Range Comparison Between Methods
	Full Performance Tables
	ROC Curves

	Appendix Model Outputs and Performance: CCES
	Accuracy Range Comparison Between Methods
	Full Performance Tables
	ROC Curves

	Appendix Nationscape
	Full Performance Tables
	ROC Curves

	Appendix Alternative Specifications for Demographics Only
	Appendix Benchmarking Accuracy Rates


