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Abstract 

 

Why are some governments more effective in promoting economic change than others? We 

develop a theory of the institutional sources of economic transformation. Domestic institutions 

condition the ability of policymakers to impose costs on consumers and producers. We argue that 

institutions can enable transformation through two central mechanisms: insulation and 

compensation. The institutional sources of transformation vary across policy types—whether 

policies impose costs primarily on consumers (demand-side policies) or on producers (supply-side 

policies). Proportional electoral rules and strong welfare states facilitate demand-side policies, 

whereas autonomous bureaucracies and corporatist interest intermediation facilitate supply-side 

policies. We test our theory by leveraging the 1973 oil crisis, an exogenous shock that compelled 

policymakers to simultaneously pursue transformational change across OECD countries. Panel 

analysis, case studies, and discourse network analysis support our hypotheses. The findings offer 

important lessons for contemporary climate change policy and low-carbon transitions. 
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1. Introduction 

 

Why are some governments more effective in promoting transformative economic change 

than others? This question has long engaged scholars across political science, sociology, and 

economic history. It has gained renewed urgency for advanced industrialized economies as their 

governments have taken on a more active role during the 2008/09 financial crisis and COVID-19 

pandemic (e.g., Lipscy 2020). In addition, intensifying concerns over climate change have 

refocused attention on the role of the state in facilitating transformational change in the energy 

sector (Aklin and Urpelainen 2018; Stokes 2020; Ross, Hazlett, and Mahdavi 2017; Colgan, Green, 

and Hale 2020; Hochstetler 2020). 

 We define an economic transformation as a structural change that fundamentally and 

durably reconfigures economic activity. Policy-driven economic transformations can advance 

long-term aggregate welfare. Historically, they have often focused on enhancing economic growth 

and productivity, but they can also reduce inequality, improve health or education, enhance energy 

security, and mitigate climate change. A central challenge policymakers face in facilitating 

transformative change is opposition from interests that stand to lose from change (Olson 1982). 

Structural economic change reallocates resources across and within sectors, creating winners and 

losers. Incumbent interest groups can resist and block change through counter-mobilization (e.g., 

Hacker and Pierson 2011; Mildenberger 2020; Olson 1965), and voters can express their 

displeasure at the ballot box (Jacobs 2011; Pierson 1996; Stokes 2016). The politics of economic 

transformation thus raise fundamental questions about the conditions under which policymakers 

can override such opposition to enhance aggregate welfare over the long run.  

Existing research offers valuable insights about these questions but often focuses on single 

countries or regions or a specific mechanism that facilitates the adoption of transformative policies. 

For example, in analyzing market reforms in former Eastern Bloc countries, scholars emphasize 

the key role of compensatory transfers in easing adjustment costs for losers (e.g., Roland 2002). 

Such transfers have also been shown to facilitate reforms in issue areas like trade and 

decarbonization (Finnegan 2019; Katzenstein 1985; Lindvall 2017; Trebilcock 2014). In East 

Asian countries, strong, independent bureaucracies played an important role in phasing out 

obsolete industries to foster rapid economic development (e.g., Johnson 1982). Relatedly, 

Ikenberry (1986) highlights the role of state structure, including government institutions, state-

society relations and interest group associations, in promoting energy sector reforms in response 

to the oil price shocks of the 1970s. Welfare state researchers have argued that because policy cuts 

entail electoral risks, reform-minded governments take advantage of various strategies to protect 

themselves from voter punishment (e.g., Garrett 1993; Hacker and Pierson 2018; Pierson 1994; 

Wenzelburger et al. 2020).  

We argue that governments have two generic mechanisms at their disposal through which 

they can adopt transformative policies that impose costs: insulation and compensation. There can 

be variation in the degree of insulation policymakers enjoy from economic losers. Greater 

insulation reduces opportunities for losers to block major reform. Governments can also 
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compensate policy losers. Compensation aims to reduce the costs that incumbent groups bear as 

they transition to a new status quo. The goal is to render cost-bearing groups cooperative and 

induce them to support reform. If governments cannot rely on insulation or compensation, losers 

will have both the will and the ability to stymie policy reforms, increasing the likelihood of 

government retreat. By considering the mechanisms of insulation and compensation jointly, we 

propose a general and parsimonious theoretical framework with wide applicability to a variety of 

cases. Furthermore, compared to existing work that only focuses on one of the mechanisms in 

isolation, our framework identifies additional pathways for economic transformation, which has 

important empirical and policy implications. 

 A variety of factors will shape whether governments insulate, compensate, or retreat when 

attempting to adopt transformational policies. Indeed, transformational change is a multi-causal 

process. In this article, we focus on the role of political institutions. We develop predictions about 

the institutional sources of insulation and compensation and hypothesize that variation in 

institutions affects the capacity of governments to undertake major reforms. We operationalize our 

theory by considering institutions in advanced industrialized democracies – electoral systems, 

autonomous bureaucracies, corporatism, and welfare states – but the theoretical framework is 

directly applicable to transformational change in a wider set of countries. 

We test our theory by examining an exogenous shock that compelled simultaneous 

government efforts to pursue transformative change: the 1973 oil crisis. Major structural change 

in energy systems is an increasingly salient, yet underexplored, type of economic transformation 

(Aklin and Urpelainen 2013; Keohane 2014). The abrupt and sharp increase in oil prices in 1973 

constituted a common energy and economic shock across the industrialized world. During the oil 

crisis, governments became instantly aware of their economic vulnerability in the face of energy 

price volatility, generating a common imperative to reduce oil dependence. Countries varied, 

however, in the extent to which they successfully shifted their economies away from oil. This 

divergence in response to a common exogenous shock provides an opportunity to study how 

domestic institutions structure energy transitions. 

We use a multi-method approach, leveraging panel data, case studies, and discourse 

network analysis. First, we analyze a panel dataset of energy outcomes and institutional variables 

to demonstrate an empirical association between domestic political institutions and energy 

transition outcomes. Leveraging the 1973 oil price shock, we use panel analysis and the 

generalized synthetic control method to evaluate our core theoretical propositions. Second, we 

conduct case studies of France, Germany, and the United Kingdom to evaluate the proposed causal 

mechanisms related to insulation and compensation. Third, we complement the case studies with 

discourse network analysis, drawing on an original dataset based on contemporaneous accounts of 

meetings among government policymakers and interest groups. The evidence consistently 

supports our theoretical propositions.   

The remainder of this article unfolds in four steps. First, we develop our theory on the 

institutional sources of insulation and compensation in the context of debates on the politics of 

economic transformation. We also discuss our methods. Second, we test our theory in the empirical 
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setting of the oil price shocks of the 1970s. Third, we discuss the implications of our theory for the 

emerging low-carbon transition in response to climate change. Finally, we conclude by drawing 

out implications for research on the politics of economic change in advanced economies.  

 

2. Government Strategies: Insulate, Compensate, Retreat 

 

 Economic transformation can be a long, gradual process that takes place without deliberate 

government intervention. However, governments sometimes face a strong impetus to facilitate or 

accelerate change. Some governments, such as those in East Asia, have pursued active economic 

intervention as a developmental strategy (Amsden 1989; Evans 1995). Major crises like economic 

depressions and pandemics can also reveal shortcomings of the status quo and create an impetus 

for government intervention. Energy and environmental crises have also produced varying degrees 

of intervention as governments seek to address externalities. 

Government-led economic transformation inevitably imposes costs on some groups in 

society. Government regulations and manipulation of prices to discourage certain types of activity 

benefit some actors while creating a burden on others. Policy losers have a clear incentive to 

oppose change. Importantly, losers can be both producers and consumers. For example, in the case 

of climate change mitigation, fossil fuel companies are policy losers on the producer side (Colgan, 

Green, and Hale 2020), while household energy consumers may face the burden of higher energy 

prices. The politics of economic transformation entails significant distributional conflict as policy 

losers mobilize to block change (Olson 1982).  

We argue that governments can overcome opposition from losers through two distinct 

mechanisms: insulation and compensation. In some countries, losers may have limited access to 

the policymaking process, giving decisionmakers relative flexibility to discount their opposition. 

The ability of losers to block reforms by exercising veto power varies meaningfully across political 

systems (Jacobs 2011; Lindvall 2017). Politicians can also be insulated if they are secure in office 

due to low electoral competition and accountability (Garrett 1993), which reduces the likelihood 

of being voted out from office for imposing diffuse costs on voters.  

The second strategy is to compensate policy losers. Compensation aims to reduce the costs 

that incumbent groups face as they transition to the new status quo. Compensation can take a 

variety of forms, including direct financial payments, targeted tax cuts, policy exemptions, phased 

implementation, and grandfathering. The goal is to render cost-bearing groups cooperative and 

induce them to support reform (Lindvall 2017; Roland 2002; Trebilcock 2014). Scholars have 

demonstrated how compensation plays a key role in easing the costs of adjustment during a variety 

of cases of major policy change, including labor market reform (Knotz and Lindvall 2015), trade 

liberalization (Katzenstein 1985; Rodrik 1998), and climate change (Finnegan 2019; Kono 2019). 

 Compensatory policies raise nontrivial challenges. Compensation based on redistributive 

transfers requires adequate fiscal resources to offset costs (Roland 2002). Additionally, 

compensation can weaken the objective of reform (dilution costs), take too much time and 

coordination to negotiate (transaction costs), or upset the government’s constituents (audience 
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costs) (Lindvall 2017). Compensation also often involves commitment problems (Lindvall 2017; 

Roland 2002): policy losers may oppose reform if they believe promises of future compensation 

are not credible.  

If policymakers are unable to rely on either insulation or compensation, losers will have 

both the will and ability to block transformative change, forcing governments to retreat from their 

policy goals. While change may still occur due to economic and social forces, the role of 

government as a facilitator will be limited. 

Figure 1 visualizes our theoretical expectations. Transformative change can occur through 

two mechanisms: insulation or compensation. If government decisionmakers are insulated, 

reforms can be implemented over the objections of losers. When insulation is unavailable or 

limited, compensation can offer an alternative mechanism. The two mechanisms should both 

produce successful reforms, though we expect variation in the nature of the policy process and 

disposition of losers. If both insulation and compensation are unavailable, losers will have both 

the ability and incentive to stymie reforms, resulting in retreat.  

Figure 1 presents our theory in the simplest terms for the purpose of exposition, but the 

framework is flexible and easily adapted to a more complex interplay of insulation and 

compensation. Insulation and compensation can exist on a continuum and vary by specific 

circumstances, sectors, and policy levers. Governments may pursue a blended strategy or take 

advantage of insulation and compensation selectively.  Factors like norms, historical precedent, 

and issue linkage may compel governments to pursue a degree of compensation even if they are 

insulated. Our core theoretical prediction is that there should be a meaningful difference in policy 

outcomes between countries where mechanisms of insulation and/or compensation are available 

and those where both mechanisms are absent.  

 

Figure 1: Theoretical Expectations 
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We refer to policies imposing costs on consumers as demand-side policies, and policies 

imposing costs on producers as supply-side policies.1 Both types of policies have been used across 

a variety of economic transformations. Supply-side policies are central in industrial policy: to alter 

the sectoral composition of the economy, governments impose costs on some producers with the 

goal of upgrading and phasing out obsolete industries (Johnson 1982). Demand-side policies also 

matter. For example, the developmental states of East Asian economies required “forced savings” 

from consumers to finance industrial development, thus levying a quasi tax (Krieckhaus 2002). 

Similarly, countries today are leveraging carbon taxes on consumers to promote energy efficient 

behavior and low-carbon energy sources (Rabe, Kraft, and Kamieniecki 2018).  

 

3. Domestic Institutions and Economic Transformation 

 

We examine domestic institutions as a source of variation in the availability of insulation 

and compensatory mechanisms for governments. Institutions mediate distributional struggles, 

providing opportunities for and obstacles to policy change (Steinmo, Thelen, and Longstreth 1992, 

Chp. 1). A rich scholarship has shown how domestic institutions influence, among other things, 

industrial policy (Katzenstein 1985), labor market regulation (Martin and Swank 2012), 

privatization (Schmidt 1996), consumer prices (Rogowski and Kayser 2002), taxation (Scheve and 

Stasavage 2010; Steinmo 1989), and varieties of capitalism (Hall and Soskice 2001). By applying 

and extending this literature, we develop a typology of domestic institutional sources of insulation 

and compensation for demand-side and supply-side policies.  

 

3.1 The Institutional Sources of Insulation 

 

Demand-side policy measures—like price reforms—impose costs to shift consumption 

patterns in a direction supportive of economic transformation. In liberal democracies, consumers 

who bear the cost of these measures can express their objections at the ballot box. Two factors 

should influence how insulated policymakers are from such electoral backlash. The first is 

electoral competition, or the probability that the largest party in the legislature will lose its seats 

plurality during the next election (Kayser and Lindstädt 2015). When governments enjoy low 

levels of competition, marginal changes in vote shares are less likely to remove them from power. 

The second is electoral accountability, or the ability of voters to identify political actors responsible 

for policy changes and sanction them accordingly (Powell and Whitten 1993). When 

accountability is low, it is difficult for voters to identify responsible parties and remove them from 

office. 

Electoral rules shape both competition and accountability. We expect broadly different 

levels of insulation under proportional representation (PR) versus majoritarian rules. Because 

 
1 Political economy models refer to interest groups as the demand side and political institutions as the supply side. 

Our terminology differs from this explicitly and relates to policies that stimulate or constrain demand for or supply 

of goods and services.  
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seats-votes elasticities tend to be lower under PR, governments elected under these rules tend to 

enjoy systematically lower levels of competition and hence less sensitivity to the interests of 

diffuse consumers, who constitute a large proportion of voting citizens (Kayser and Lindstädt 

2015; Persson and Tabellini 1999; Rogowski and Kayser 2002). At the same time, PR tends to 

produce multi-party coalition governments, while majoritarian rules tend to produce single-party 

ones. Given their higher clarity of responsibility, voters should find it easier to punish single-party 

governments compared to multi-party ones (Persson, Roland, and Tabellini 2007; Powell and 

Whitten 1993). The overall result is that governments should tend to experience higher levels of 

electoral insulation under proportional than majoritarian rules, and therefore less fear from 

backlash by diffuse consumers bearing the costs of transformative policies. Indeed, previous 

studies find evidence that PR is associated with higher consumer prices generally (Rogowski and 

Kayser 2002), as well as higher policy costs imposed on consumers in the case of climate and 

energy reforms (Finnegan 2019; Lipscy 2018). 

 

H1: PR rules facilitate demand-side reform by insulating governments from electoral backlash. 

 

When considering structural reforms, governments fear not only pushback from voters but 

also organized producer groups. The sources of insulation from producers differ, however, from 

those of insulation from consumers. Organized interest groups typically exert influence by 

lobbying policymakers directly rather than through voting. Delegation of authority to strong, 

autonomous bureaucracies can diminish the ability of organized producers to influence 

policymaking processes. Bureaucratic autonomy exists when agencies can take “sustained patterns 

of action consistent with their own wishes, patterns that will not be checked or reversed by elected 

authorities, organized interests, or courts” (Carpenter 2001, 14). 

The literature on economic development has long emphasized the importance of 

autonomous bureaucratic agencies in implementing structural economic change in countries such 

as Japan and the Asian tiger states (Amsden 1989; Johnson 1982; R. Wade 1990; Woo-Cumings 

1999). Although relationships between bureaucrats and private sector firms were important 

channels for information—resulting in ‘embedded autonomy’ for state agencies (Evans 1995)—

governments’ ability to reallocate resources within and across sectors relied on strong 

bureaucracies relatively insulated from producer interests. 

We generalize this insight. In countries where state agencies enjoy relative autonomy, 

policymakers should be better insulated from policy losers among producer groups. As a result, 

we expect these governments to have higher capacity to undertake supply-side reforms. 

 

H2: Autonomous bureaucracies facilitate supply-side reforms by insulating policymaking from 

producers. 
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3.2 The Institutional Sources of Compensation 

 

We turn next to institutions that facilitate the compensation of consumers and producers. 

On the demand-side, adjustment costs are diffuse, and compensatory mechanisms must be equally 

broad based. Social welfare state institutions can compensate individuals directly for the costs 

incurred from adjustment measures and cushion associated economic dislocations. By easing the 

costs of adjustment to the new status quo, a robust welfare state should reduce political resistance 

to reform amongst diffuse consumers. 

The case of trade is illuminating: compensatory policies can cushion the adjustment costs 

associated with liberalization. There is evidence that countries with high social spending are also 

more open to international trade (Katzenstein 1985; Rodrik 1998). Moreover, individuals are more 

likely to support trade liberalization when social spending is high (Hays, Ehrlich, and Peinhardt 

2005). Similarly, pro-trade politicians representing exporters are more likely to vote for trade 

adjustment assistance (Rickard 2015), while politicians from districts with generous 

unemployment benefits are more likely to vote for free trade (Kono 2011). Notably, the latter 

relationship also holds for climate change mitigation policy (Kono 2019). 

Countries with well-developed welfare state institutions should be better able to implement 

broad-based compensation for the economic burden of adjustment through, for example, direct 

financial transfers, unemployment insurance, vocational training, and pensions. What is more, in 

countries with a long history of welfare state institutions and a ‘habit’ of compensation, 

compensatory commitments are more likely to be seen as credible by voters, and therefore more 

likely to be trusted (Campbell 2012). The result is that politicians in these countries should have 

greater capacity to overcome opposition from policy losers on the demand side. 

 

H3: Welfare states facilitate demand-side reform by enabling governments to compensate 

consumers. 

 

In the case of the supply side, we expect institutions that structure the relationship between 

the state and industry to affect the feasibility of compensatory measures. Under corporatist forms 

of interest group intermediation, peak associations for business and labor are granted privileged 

access to pre-legislative policy design. These types of fora should increase the capacity for 

compensatory bargaining between government and producers. First, negotiations take place 

between few, highly organized actors. Second, decades of repeated, face-to-face interactions 

generate trust. Specifically, producers come to trust that the government will uphold its 

commitment to future compensation and the government trusts that producers will uphold their 

commitment to support the reform. Small group size, repeated interactions, and trust can reduce 

the transaction costs associated with compensatory bargaining (Lindvall 2017; Warren and 

Mansbridge 2016). Lastly, because negotiations are often held in private, audience costs are 

reduced (Warren and Mansbridge 2016). 
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Existing studies offer evidence that corporatism facilitates governments in reaching 

compensatory bargains with producers. Katzenstein (1985) points to corporatism as the key 

institution that enables governments in small European states to adopt industrial policy reforms by 

compensating business and labor. Similarly, corporatism facilitated the compensation of labor 

unions for wage restraint during times of high inflation. More recently, there is evidence that 

corporatism facilitates climate change policy by enabling governments to compensate cost-bearing 

industry and workers (Finnegan 2019). 

 

H4: Corporatism facilitates supply-side reforms by enabling governments to compensate 

producers. 

 

If countries possess neither institutional sources for insulation nor for compensation, we 

expect policymakers will face difficulty in facilitating economic transformations. Incumbent 

producers will be able to block ambitious supply-side policies. Politicians will shy away from 

demand-side measures for fear of punishment at the ballot box. Hence, while the presence of 

insulation or compensatory institutions will be associated with transformative change, the absence 

of both will be associated with retreat.  

 

4. Research Design: The 1970s Oil Price Shocks 

 

There is a large universe of economic transformations we could potentially examine to test 

our theory. Disruptive, transformational economic change has been an important feature of modern 

society going back to at least the industrial revolution, including the shift from sailing to steam 

ships starting in the 1780s and equine transport to automobiles in the early 19th century (Geels and 

Schot 2007) as well as industrial mobilization during World War II (Kennedy 1999). More recent 

examples include active state intervention to facilitate rapid economic growth in late-

industrializing countries (Johnson 1982; Amsden 1989), shock therapy in post-communist 

transition countries (Frye 2002; Saich 2010), and the global response to major challenges like 

climate change and COVID-19 (Lipscy 2020; Rodrik 2014).  

There are several important empirical challenges presented by these cases. Government 

efforts to pursue economic transitions are often idiosyncratic and occur gradually or at different 

points in time: this was the case with the shift to export-oriented development among East Asian 

countries and cross-national responses to climate change. Even the COVID-19 pandemic has 

affected different countries at different moments in time and with varying severity. This makes it 

tricky to control for potential temporal confounders such as technological change and learning 

from prior transformations. Furthermore, government efforts to pursue economic transformations 

can go hand-in-hand with institutional reforms, confounding the effect of institutions. An obvious 

example of this is post-communist transitions, but efforts to create independent central banks or 

regulatory agencies as part of broader economic reforms pose similar challenges. To evaluate our 
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theory, it is important to focus on a case where institutions are plausibly exogenous and stable and 

therefore not confounded by omitted variables causing both institutional and economic change.  

To overcome these challenges, we test our arguments by leveraging the oil crises of the 

1970s. From the end of World War II until 1972, international oil prices remained stable and low 

(Figure 2). As a result, national energy systems underwent significant fuel switching from coal to 

oil, driven primarily by market forces. However, in October 1973, energy markets underwent a 

major disruption. The Organization of Petroleum Exporting Countries (OPEC) sharply increased 

the price of oil in an effort to punish Western countries for supporting Israel in the Yom Kippur 

War. Over the course of three months, the international price of oil quadrupled from $2.90 nominal 

USD per barrel in mid-1973 to $11.65 by the start of 1974. A second price shock hit the world in 

1979 due to fears of reduced supply resulting from the Iranian Revolution, further doubling oil 

prices from their 1978 levels (see Figure 2). 

 

Figure 2. Crude oil prices 1950-2000 

 
 

These common energy price shocks induced all advanced industrialized democracies to 

simultaneously pursue significant, state-led transformations of their economic and energy systems. 

In early 1974, OECD countries laid out three common goals at a meeting in Washington: diversify 

oil imports away from the Middle East, diversify national energy systems away from oil to other 

fuels, and adopt conservation measures to reduce energy consumption (Ikenberry 1986, 107). That 

same year, the industrial economies founded the International Energy Agency (IEA) with the 
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Agreement on an International Energy Programme. The treaty explicitly states that founding 

members are “determined to reduce their dependence on imported oil” (IEA 1974). Yet, as we 

show below, policies varied widely despite common goals.   

 The oil shocks offer an ideal setting to test our arguments. In all of the countries we 

examine, institutions are clearly exogenous: the institutional variables we hypothesize long predate 

the 1973 oil shock. Furthermore, based on the data we describe below, none of the countries saw 

a meaningful shift in the variables we use to measure institutions in the immediate period 

surrounding 1973. Another advantage is timing. The oil price shock was exogenous, simultaneous, 

and imposed essentially the same change in oil prices across OECD countries. The shocks also 

elicited simultaneous, public commitments by all OECD governments to pursue transitions away 

from oil. The shock thus allows us to account for potential confounders such as technological 

change, learning from prior transitions in other states, and idiosyncratic changes in government 

preferences for reform. It is important to emphasize that we leverage the oil price shock because 

the presence of a simultaneous exogenous shock is attractive for empirical reasons: our theory is 

not predicated on shocks being the motivation for economic transformations.  

We utilize a mixed methods research design. First, we use panel data to examine the 

association between institutions and energy policy outcomes quantitatively. Second, we show in 

detail how institutions shaped policy responses in three countries (France, Germany, and the UK) 

using case studies and discourse network analysis. We focus on energy policies in two, 

substantively important sectors that can be clearly distinguished for being targeted by supply-side 

and demand-side measures: electricity generation and transportation.2  

In the case of electricity generation, governments sought to encourage fuel switching away 

from oil and toward coal, nuclear, or renewable energies. Reforming the electricity supply system 

entailed transition costs for oil producers, coal producers, and electric utilities. Expanding coal to 

substitute for oil was relatively low cost, since oil-fired plants could be converted to coal and 

continue operation. However, expanding into relatively new technologies, such as nuclear, 

represented a more significant transition and meant writing off assets early and incurring major 

capital investment costs. Lastly, reduced dependence on oil would decrease demand for sector-

specific skills and jobs. We measure each country’s supply-side policy response using data from 

the IEA on the percentage of electricity generated from oil for 18 OECD countries.  

On the demand side, transportation fuels were the primary way that the average household 

directly consumed oil. Moreover, these fuels comprised a substantial portion of overall oil 

consumption in most industrialized countries. Politicians sought to encourage conservation 

through taxes and fees, fuel-efficiency standards, and speed limits, among other policies. Costs 

were imposed costs on households either directly, as they paid more for gasoline or vehicle 

 
2 Other major sectors like industry and commerce have varying degrees of hybrid characteristics due to being 

consumers of energy but also suppliers of final products to the economy. To conduct a clean test of our supply-side 

and demand-side predictions, we focus on electricity generation and transportation, which can be clearly 

categorized. However, in the supporting information, we conduct a test that includes all sectors and uses all of the 

institutional variables as predictors. This accounts for plausible within-sector variation, such as small businesses 

behaving more like diffuse consumers and large industry behaving more like organized producers. 
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registration, or indirectly, when they purchased more fuel-efficient automobiles. To measure each 

country’s demand-side policy response, we compiled an original dataset of gasoline tax rates 

across the 18 OECD countries from national and international sources (see supporting 

information). Gasoline taxes are especially useful to test our arguments because they impose direct 

and highly visible costs on voters. For both the supply- and demand-side analysis, we examine the 

period from 1965 to 1985, a roughly symmetrical period around the 1973 oil shock.  

 

5. Quantitative Analysis 

 

We expect two types of institutions to facilitate transformational policies on the demand-

side: PR electoral rules that can insulate politicians from voter backlash or robust welfare states 

that can compensate voters for higher energy costs (H1 and H3). To measure electoral rules, we 

code each country dichotomously based on whether they used majoritarian rules for lower-house 

elections (Armingeon et al. 2016). Measuring welfare states is notoriously difficult (Clasen and 

Siegel 2007). In the interest of parsimony, we rely on Esping-Andersen's (1990) typology, 

distinguishing between countries with conservative or social democratic welfare states from those 

with liberal ones. Based on our theoretical expectations as depicted in Figure 1, we predict that the 

presence of insulation or compensation institutions should be associated with equivalent 

observable policy outcomes – transformational change – while the absence of both should result 

in retreat. Hence, we code countries with either PR electoral rules or social democratic or 

conservative welfare states as 1 for demand-side institutions. Countries with majoritarian electoral 

rules or liberal welfare states are coded as 0. We predict distinct policy processes for insulation 

and compensation institutions, which we will examine in the subsequent section. 

In the case of supply-side policies, we expect two institutions to be associated with 

transformative change: bureaucratic autonomy and corporatism (H2 and H4). There are no existing 

quantitative measures of bureaucratic autonomy that extend back to the 1970s. Measuring 

bureaucratic autonomy is notoriously difficult (Fukuyama 2013). To do so, we code an original 

measure based on contemporary qualitative scholarly work on states and bureaucracies and more 

recent, quantitative survey-based measures. France, Japan, and Belgium are routinely singled out 

as having had strong, autonomous bureaucracies during the period of the oil shocks (Dierickx 

2003; Johnson 1982; Lucas 1985), and more recent survey-based measures also identify these three 

countries as having the most “closed” public administrative systems (Dahlström Lapuente, and 

Teorell 2010). We thus code a dichotomous measure with France, Japan, and Belgium identified 

as countries with autonomous bureaucracies. To measure corporatism, we use Lehmbruch's (1984) 

ordinal classification from the time period, coding countries as corporatist if they were 

characterized by either strong or medium corporatism. We code countries with autonomous 

bureaucracy or corporatist institutions as 1 for our measure of supply-side institutions. All other 

countries are coded 0.  
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5.1 OLS Regression Models 

  

We first test our hypotheses by estimating the following equation: 

𝑌𝑖𝑡 = 𝛽1𝐷𝑡 + 𝛽2𝐼𝑖 + 𝛽3𝐷𝑡 ∗ 𝐼𝑖 + 𝛽′𝑋𝑖𝑡 + 𝛼𝑖 + 𝛾𝑡 + 𝑒𝑖𝑡                          (1) 

where Yit is the outcome of interest in country i in year t; Dt is a dummy variable for the 1973 oil 

price shock, which equals 1 from 1973 onwards and 0 before; Ii is the institutional grouping of 

interest; Xit is a vector of control variables; ai are country fixed effects; 𝛾𝑡  are year fixed effects; 

and eit is the error term. The two-way fixed effects model is akin to a difference-in-differences 

(DiD) approach, where the “treatment” is measured by Dt * Ii. It represents exposure to the 1973 

oil price shock and having a particular set of institutions. To address serial correlation of the error 

terms, we cluster errors at the country level. 

 We include several control variables in the models. Governments with large oil reserves 

may have faced less pressure to move to different energy sources after the shock. To control for 

this possibility, we include domestic oil production (kilotonnes per capita). We also include real 

GDP growth, real GDP per capita, inflation, and unemployment to control for changes in country-

specific macroeconomic conditions, which may affect the ability of governments to impose costs 

or negotiate compensation. 

In demand-side models that analyze gasoline taxes, we include two additional controls. 

First is urbanization, measured as the number of people living in urban areas as a percentage of 

the total population. It may be less politically risky increase fuel taxes when urbanization is high, 

since voters drive shorter distances and can more readily switch to public transportation. Second, 

we control for the number of vehicles per person. High levels of vehicle ownership indicate high 

reliance on fuel, which may generate greater resistance to high gasoline tax rates. 

 We also control for several political variables that could account for how quickly 

governments responded to the energy shock. We control for partisanship using the percentage of 

cabinet seats held by left parties, as progressive parties may have been more open to altering the 

status quo compared to conservative parties. We include a measure for political constraints (Henisz 

2002) to account for the ability of veto players to stymie energy transitions for reasons distinct 

from our institutional variables. We also include a dichotomous measure of single-party control of 

government, as the need for compromise under coalition government may have slowed transitions 

(Knotz and Lindvall 2015). Lastly, we control for trade openness given the evidence that smaller, 

more open economies are accustomed to adjusting to shocks using compensation and the welfare 

state (Katzenstein 1985; Rodrik 1998). These variables are potential alternative mechanisms 

through which political systems in different countries might have produced distinct patterns of 

response. However, controlling for these variables could be problematic, as they are also plausibly 

consequences of our institutional variables of interest. We thus include them in our models 

separately from the economic control variables.  

 Table 1 presents the results of this analysis. We turn first to the supply-side transition away 

from oil in electricity generation (Models 1-3). Our main variable of interest is the interaction 

between the price shock and the supply-side institutional dummy variable. The first model 

excludes the economic and political control variables. We see that following the 1973 price shock, 
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countries with autonomous bureaucracies and corporatist institutions reduced electricity 

generation from oil by around 8 percentage points more than pluralist countries with weak 

bureaucracies, relative to a sample mean of 19 percent. This is a substantively large difference. As 

Model 2 and 3 show, the inclusion of economic and political control variables makes very little 

difference in the results.  

The demand-side model for gasoline taxation is presented in Model 4-6. The interaction 

term is positive and statistically significant, indicating that countries with PR or welfare state 

institutions increased tax rates by around 8 cents per liter more than majoritarian countries with 

liberal regimes after the price shock, relative to a sample mean of 17 cents. Again, this is a 

substantively large difference for a key policy lever. As with the supply-side models, the inclusion 

of control variables in Models 5-6 produce very similar results. 

To evaluate the robustness of the results, we carried out several checks (see supporting 

information). First, we reran the models including a lagged dependent variable. Second, we 

replaced the 1973 price shock dummy variable with each country’s dependence on imported oil in 

1972 to test for heterogeneous treatment effects. In all cases, the substantive findings remained 

unchanged.  
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Table 1. OLS Regressions with Two-Way Fixed Effects 

 

 (1) (2) (3) (4) (5) (6) 

 Electricity  

generation  

from oil  

(% of total) 

Electricity  

generation  

from oil  

(% of total) 

Electricity  

generation  

from oil  

(% of total) 

Gasoline  

tax rate 

(USD/liter) 

Gasoline  

tax rate 

(USD/liter) 

Gasoline  

tax rate 

(USD/liter) 

Oil price shock (1973) -2.71 1.67 2.44  0.05*  0.15*  0.16* 

  (2.37) (6.95) (6.36) (0.01) (0.05) (0.05) 

       

Oil price shock (1973)* 

Supply-side institutions 

-8.37* 

(2.95) 

-9.62* 

(3.27) 

-8.81* 

(3.66) 

   

       

Oil price shock (1973)* 

Demand-side institutions 

    0.08* 

(0.01) 

 0.09* 

(0.01) 

 0.09* 

(0.01) 

       

Economic Control Variablesa No Yes Yes No Yes Yes 

Political Control Variablesb No No Yes No No Yes 

Country FE Yes Yes Yes Yes Yes Yes 

Year FE Yes Yes Yes Yes Yes Yes 

R2 0.384 0.444 0.457 0.831 0.842 0.850 

Countries 18 18 18 18 18 18 

N 378 378 378 376 376 376 

Note: a Domestic oil production per capita, real GDP growth, real GDP per capita, inflation, and the unemployment rate. b Left cabinet 

seats, political constraints, single-party government, and trade openness. Robust standard errors in parentheses clustered at the country 

level. * p < 0.05 
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5.2 Generalized Synthetic Control 

 

Although the two-way fixed effects model has been a ubiquitous approach for estimating 

causal effects in a panel setting, recent work has called into question the common assumption that 

the model can simultaneously adjust for both unit-specific and time-specific unobserved 

confounders (Imai and Kim 2020). We thus consider an alternative design-based approach for 

causal inference, the generalized synthetic control method (Xu 2017).  

The synthetic control method uses key predictors to construct a control case that closely 

resembles a treated country of interest (Abadie, Diamond, and Hainmueller 2010). It is then 

possible to examine the divergence of the dependent variable of interest between the treated 

country and synthetic control. The method was originally applied to examine the impact of 

terrorism on economic variables in the Basque country, and it has been subsequently applied to 

examine the impact of a wide range of political phenomena (Abadie, Diamond, and Hainmueller 

2015; Abadie and Gardeazabal 2003; Beckley, Horiuchi, and Miller 2018; Billmeier and Nannicini 

2012; Lipscy and Lee 2019). The generalized synthetic control method extends this to cases of 

multiple treated units and treatment periods (Xu 2017).   

For our analysis, we use the same data used earlier in Table 1. The dependent variables are 

the same: oil share of power generation for the supply side and gasoline taxes for the demand side. 

The independent variables are also the same: countries are dichotomously coded as treated after 

1973 if they are associated with insulation or compensation institutions as described earlier. 

Treatment is thus defined as the joint presence of an impetus for government-led transformation – 

generated by the oil shock – and institutions theoretically predicted to facilitate transformation.  

As predictor variables, we use the economic control variables used in Model 2 and 5 in 

Table 1, which are not subject to endogeneity concerns. Standard errors are generated using the 

parametric bootstrap procedure, as we have fewer than 40 units in the treatment group (Xu 2017), 

and we use the expectation–maximization algorithm proposed by Gobillon and Magnac (2015), 

which takes advantage of treatment group information in the pre-treatment period.  

The results for the supply side are presented in Figure 3. The first panel depicts the trend 

in oil share of electricity production for countries with supply-side institutions in our sample (solid 

line), along with the estimated level of oil share in the counterfactual scenario that these countries 

were not characterized by supply-side institutions. As the figure shows, the evolution of oil share 

of electricity production for countries with supply-side institutions is well matched with the 

counterfactual until the 1973 oil shock, but a large divergence opens thereafter, with oil share in 

treated countries falling relatively rapidly. The second panel shows that the difference between 

treated and counterfactual countries is statistically meaningful based on uncertainty estimates from 

the parametric bootstrap procedure. In the supporting information, we also include results from 

placebo tests that alter the treatment year. 
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Figure 3: The Effect of Supply-Side Institutions on Oil Share of Electricity Production 

(Generalized Synthetic Control) 

 

 
Note: As the first panel shows, the evolution of oil share of electricity production for countries with supply-

side institutions (solid line) is well matched with the counterfactual (dotted line) until the 1973 oil shock, 

but a large divergence opens up thereafter, with oil share in treated countries falling relatively rapidly. The 

second panel presents estimated average treatment effects of supply-side institutions on oil share of 

electricity production. The panel shows that there is a statistically meaningful difference between the 

trajectory of countries with supply-side institutions and the counterfactual after the oil shock. Uncertainty 

estimates are based on parametric bootstrap procedure and EM method of Gobillon and Magnac 2016.  
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Figure 4: The Effect of Demand-Side Institutions on Gasoline Taxes (Generalized Synthetic 

Control) 

 

 
Note: As the first panel shows, the evolution of gasoline taxes for countries with demand-side institutions 

(solid line) is well matched with the counterfactual (dotted line) until the 1973 oil shock, but a large 

divergence opens up thereafter, with taxes in treated countries increasing relatively rapidly. The second 

panel presents estimated average treatment effects of demand-side institutions on gasoline taxes. The panel 

shows that there is a statistically meaningful difference between the trajectory of countries with demand-

side institutions and the counterfactual after the oil shock. Uncertainty estimates are based on parametric 

bootstrap procedure and EM method of Gobillon and Magnac 2016. 
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The analogous results for the demand side are presented in Figure 4. As with the supply-

side figure, the treated and counterfactual trends are well-matched until the 1973 oil shock. After 

1973, a large divergence opens up with treated countries exhibiting a much sharper increase in 

gasoline tax rates compared to the counterfactual. Again, the difference between treated and 

counterfactual countries is statistically meaningful, and placebo tests are included in the supporting 

information. These results are consistent with the findings from the two-way fixed effects model 

reported in Table 1.  

Taken together, the results offer support for our theoretical arguments that institutions 

structured the ability of governments to reduce their countries’ dependence on oil after the 1973 

price shock, and in doing so, hastened or impeded energy transitions. On the supply side, countries 

with autonomous bureaucracies or high levels of corporatism shifted away from oil more rapidly 

in the electricity sector. On the demand side, countries with PR electoral rules or strong welfare 

state institutions adopted relatively higher gasoline tax rates. In the supporting information, we 

further show that countries with the presence of either demand- or supply-side institutions 

meaningfully reduced their total economywide oil consumption compared to the counterfactual 

characterized by neither set of institutions.  

 

6. Case Studies 

 

While the quantitative analysis provides evidence consistent with our proposed hypotheses, 

they do not allow us to observe the political processes and decision-making that produced 

divergent policy outcomes. In this section, we will examine three country case studies—the United 

Kingdom, Germany, and France—in order to investigate the causal mechanisms that enabled 

policymakers to shift their economies away from oil after 1973.  

 The countries were chosen based on several criteria. First, we made an effort to control for 

obvious confounders. We chose countries with large, sophisticated economies where energy 

supply problems could not be resolved through a simple choice, such as the construction of a few 

nuclear power plants. We also avoided countries with significant domestic oil production during 

the price shocks—Australia, Canada, and the United States—which could partially substitute for 

the loss of foreign oil supplies (although we did not find evidence that domestic oil production 

affected policy outcomes in the quantitative analysis). In the case of the UK, North Sea oil was 

discovered in the late 1960s, but production did not begin until 1975.  

 Second, we selected countries to capture the full range of institutional variation. During the 

oil shocks, the United Kingdom and France used majoritarian electoral rules with single member 

districts, while Germany utilized a mixed member proportional system. Germany and France had 

robust welfare state institutions, while the UK had a liberal regime. France was known for 

dirigisme, while bureaucratic autonomy was limited in the UK and Germany. In terms of interest 

group intermediation, Germany was characterized by corporatism, while France was a mixed case 

and the UK was the least corporatist.  
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 The configuration of cases helps us to isolate the effect of each independent variable and 

related causal mechanism of interest. Based on variation in electoral systems, we expect more 

ambitious demand-side measures in Germany, as the government should be better insulated from 

electoral backlash compared to the UK. France is also majoritarian, but given its robust welfare 

state, we expect demand-side policies coupled with compensatory measures. Based on variation 

in bureaucratic insulation and interest group intermediation, we expect supply-side transitions to 

be more ambitious in France and Germany compared to the UK. In France, supply-side transitions 

should be state-led, technocratic, and able to manage resistance from entrenched producer interests 

and civil society. In Germany, we expect policy shifts not based on insulation but rather corporatist 

negotiations with producers and the provision of compensation. In the UK, where the government 

lacked both insulation and the capacity to compensate, we expect retreat. 

The case studies draw on contemporaneous primary and secondary sources. Furthermore, 

we include findings from discourse network analysis of an original dataset of newspapers articles. 

The data quantifies political ties and discourse by coding newspaper articles in Germany and the 

UK. This serves to corroborate the type of interest intermediation present in the energy sector at 

the time and to measure the general salience of cost in political discourse. For Germany and the 

UK respectively, we coded 466 and 454 articles published between 1973 and 1985 about energy 

policy from the center-right daily newspapers, the Frankfurter Allgemeine Zeitung and The Times. 

We coded actors involved in energy policy, their policy goals and preferences, and their 

participation in government meetings as reported in the newspapers. Details about the data 

gathering and coding procedure are available in the supporting information.  

 

6.1 Institutional sources of demand-side policies 

 

Germany adopted a number of demand-side measures in both the electricity and transport 

sector. In electricity, measures focused on energy efficiency mandates, in particular the Energy 

Conservation Act of 1976 advanced energy efficiency regulation. One key demand-side measure 

in the transport sector was to increase gas taxes (Tait and Morgan 1980), which pushed up gasoline 

prices by 27 percent by 1980 (Table 2).   

 

Table 2. Percentage change in real household energy prices between 1972 and 1980 

 

 

 Gasoline Heating 

oils and 

kerosene 

Natural 

gas 

Coal Total 

energya 

Germany +27.00 +211.50 +7.00 +38.50 +50.83 

France +32.00 +172.00b +14.88 +61.65 +38.50 

UK +20.00 +81.40 -40.50 +1.05 - 6.00 

Notes: Data from (Doblin 1982, 59-61). 
a 
weighted average based 

on consumption of each fuel. 
b 
price change between 1970 and 1980. 
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The government also imposed visible costs on consumers to finance the compensation of 

producers. Two thirds of the subsidies to utilities for the expansion of coal-fired generation 

capacity—9 billion DM between 1974 and 1977 alone—were funded through duties levied on 

consumer electricity bills (Schmitt 1982). The so-called “coal penny” was so visible to consumers 

that it had its own colloquial name. One third of the subsidies had to be paid by utilities, but those 

were passed on to consumers (Jacobsson and Lauber 2006). The German parliament discussed and 

approved the coal penny in the second half of 1974, with the Social Democrats and the Liberals 

holding a majority. Strong cross-party support emerged for the measure. Parliament even 

mandated that utilities break out the coal penny share on customers’ bills for reasons of consumer 

protection, revealing the lack of concern among members of parliament about potential electoral 

backlash. The parliament specifically rejected funding subsidies through the general budget, which 

the Federal Council preferred (Bundestag 1974). By 1980, German real household energy prices 

had risen by over 50% (Table 2). In addition to electoral insulation, the German government took 

advantage of established welfare state institutions to compensate consumers for energy price 

increases. In December 1973, the parliament debated and agreed on financial support for low-

income households to pay higher heating fuel costs (Bundestag 1973).  

In the UK, the government’s demand-side response aimed to increase energy conservation, 

while also keeping energy prices low. Energy efficiency plans included standards for buildings, 

indoor temperature limits, and reduced speed limits (Mallaburn and Eyre 2014). Yet a 

parliamentary committee found that there was a “general lack of urgency” for implementing them 

(Mallaburn and Eyre 2014, 25). Households were shielded from steep energy price increases 

through price controls and subsidies (Helm 2004, Ch 2). Excise taxes on road fuels were frozen 

until 1976, which, given high levels of inflation, led to a steep decline in real rates. A value-added 

tax (VAT) was applied to road fuels beginning in 1974. However, because the government set 

maximum retail prices for gasoline, consumers initially saw only a 20% rise in the cost of fuel 

(Dargay 1990, 29). Once controls were lifted in 1975, prices shot up by 70% for gasoline and 40% 

for diesel (Dargay 1990, 29). In response, the VAT on fuel was cut in half in 1976. While excise 

rates began to increase again after the 1979 price shock, the real price of fuel had risen by only 

20% between 1972 and 1980; compared with 32% in France and 27% in Germany (Table 2). The 

UK government used the general budget to subsidize electricity and gas for households (Helm 

2004, Ch 2; Parliament 1974). Moreover, neither the VAT nor any other taxes were applied to 

these energy sources. All told, government policy helped to reduce real household energy prices 

by 6% between 1972 and 1980 (Table 2).  

Our discourse network analysis of newspaper articles confirms the high political salience 

of energy costs in the UK compared to Germany, consistent with our expectations based on 

variation in demand-side institutions. In Germany, only about 10% of the discourse among 

government and private actors raised energy costs as a concern, compared to two other common 

concerns that we use as references: energy security (48%) and environmental concerns (42%) 

(Figure 5). On the other hand, in the UK, 47% of statements related to energy costs, a share 



 22 

exceeding both energy security or environmental concerns (Figure 5). Concerns about energy costs 

loomed large in the UK policy response to the oil shock, while the German government had a freer 

hand to focus on transformative policy priorities.  

 

Figure 5: Relative importance of energy policy goals in German and British media discourses 

(1973-1985) 

 
 

Note: The radar chart depicts the relative importance of energy policy goals (in percentages) based on 

systematically coded newspaper reports about actors’ goals. In the German discourse, energy security is a 

major concern for actors (47.9%, N = 69), followed by the environment (42.4%, N = 61) and energy costs 

(9.7%, N = 14). In the UK, actors emphasize costs (46.8%, N = 73) over energy security (30.8%, N = 48) 

and the environment (22.4%, N = 35).   

 

France responded to the oil shocks with more ambitious measures than other majoritarian 

countries, including the UK. This is consistent with our expectations based the institutional mix of 

majoritarian electoral rules and strong welfare state institutions, which leaves open the 

compensatory route for demand-side transformation. Energy consumption was subject to both 

rationing and incremental price increases starting in 1974. Tax levies on fuel consumption 

generally remained in place even after oil prices declined in the 1980s. Government policy worked 

to increase the price of all household energy carriers (Table 2). By 1980, consumers were paying 

around 38% more for energy compared to 1972.  

Importantly, French social welfare spending expanded dramatically in the period after the 

oil shocks, cushioning the blow of new energy levies. Spending on social benefits consistently 

increased by double digits annually after the oil shocks, and much of this was financed by shifting 

the government budget into deficit (OECD 1979, 43-44). Social transfers rose from 19.4 percent 

of GDP to 25.3 percent between 1974 and 1981 (Palier 1999, 255). Increases in social expenditures 

in France were the highest among industrialized countries in the 1970s (Alber 1988). The oil shock 
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of 1973 brought new social strife as poverty became a wide-spread concern. In the 1970s, the 

French government expanded several social welfare programs, including early retirement, 

unemployment programs, income support/minimum wage programs, and income for disabled 

workers (Vail 2010). The early-retirement schemes were designed specifically to “compensate for 

… pre-mature poverty due to work situation or difficult economic circumstances,” as a government 

document put it (in: Vail 2010, 60). French demand-side measures during the oil shocks thus 

reflected a mix of price incentives to promote energy conservation and economic compensation 

through broader social spending measures.  

 

6.2 Institutional sources of supply-side policies 

 

Germany’s supply-side response focused on increasing nuclear power production and 

domestic coal use in electricity generation through significant subsidies (Jacobsson and Lauber 

2006; Storchmann 2005). The expansion of nuclear capacity reached its peak in the 1970s, when 

15 reactors were built (Hake et al. 2015). The Federal Energy Program of 1981 commissioned 

almost a dozen additional nuclear power plants and seven new coal plants (Renn and Marshall 

2016). Cross-party support backed the nuclear consensus until the late 1980s (Hake et al. 2015). 

As a result, we observe an increase in the share of nuclear electricity production in the following 

years; it peaked in 1997 and declined afterwards. The use of oil in electricity production declined 

steadily. Supply-side policies for renewables initially entailed investments in research and 

development, beginning in 1974. Deployment incentives for solar followed in 1977, albeit at a 

small scale. Until the mid-1990s, renewables grew modestly, while their total share in electricity 

production remained relatively stable.  

Germany’s supply-side response exhibits the signs of broad government-industry-labor 

coordination on the electricity mix, with a focus on nuclear and coal (Matthews 2001). The 

government supported both domestic coal and nuclear with significant subsidies, thus 

compensating producers in the supply-side transition. It was an integrative strategy that saw a role 

for both coal and nuclear in the future electricity mix. This was important to mitigate opposition 

from coal miners to an energy diversification strategy focused solely on nuclear. For example, the 

CEO of Ruhrkohle, a major coal producer, argued that coal could not just serve as the fuel of last 

resort when supply was short, but needed to be integrated into a long-term energy policy. 

Otherwise, production capacity would need to be reduced (FAZ 1975). Renewable energy policies 

were largely a form of accommodation of demands of the environmental movement (Hake et al. 

2015), rather than part of the core govt-industry-labor coordination. At the time, the environmental 

movement focused on pro-renewables and anti-nuclear mobilization but did not yet target coal.  

The discourse network analysis confirms the distinct pattern of corporatist state-business 

relations in the German energy sector. Based on the highly-organized, corporatist policymaking 

environment in Germany, we expect government negotiations with economic losers to involve 

fewer actors and require fewer meetings as compensatory arrangements alleviate concerns over 

transformative policy change. Focusing only on the meetings between government and policy 
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losers (i.e., utilities and oil industry), we indeed find that meetings were smaller in Germany (on 

average, they involved 1 vs. 1.3 distinct policy loser organizations for Germany and UK 

respectively) and fewer total losers participated in meetings with the government (7 vs. 14). 

Furthermore, fewer meetings were held with losers (11 vs. 28) in Germany compared to the UK. 

In Germany, negotiations took place between the government and relatively few organized losers, 

reducing the transaction costs of compensatory bargaining and facilitating a supply-side energy 

transformation.  

The UK made serious efforts to transform its state-owned electricity system by securing 

oil supplies and expanding coal, nuclear, and renewables. However, policy ultimately failed to 

generate transformative change. Lacking bureaucratic autonomy, policymaking was highly 

politicized, especially in the case of nuclear. At the same time, without strong corporatist 

institutions, governments struggled to negotiate compensatory arrangements with economic losers, 

generating distributional struggles over fuel choice and stalling reforms.  

UK government actors, especially the civil service, viewed nuclear as the most cost-

effective way to meet the country’s long-term energy needs and sought to expand it throughout 

the 1970s (Helm 2004, Ch 2; Williams 1980). However, nuclear policy was highly politicized, and 

the government could not overrule or reach compensatory bargains with opponents. Interest groups 

associated with the fossil fuel sector viewed nuclear as a threat and lobbied against it (Williams 

1980, Ch 7). Unable to reconcile this distributional struggle through insulation or compensation, 

the government ultimately reversed course and cancelled its nuclear programs (Pearson 2012, 5). 

Of the planned 19GW of capacity to be installed by 1991, less than 3GW was added by 1985.  

The UK’s response can be broadly characterized as less focused on transforming the energy 

sector and more on securing oil supplies through bilateral agreements with Middle Eastern 

exporters and diversifying oil imports away from OPEC sources (Helm 2004, 36). The government 

also moved to develop recently discovered North Sea oil fields. With transformative change 

stymied, the UK ultimately continued to rely on oil while seeking to achieve energy security by 

shifting in favor of ‘friendly’ OPEC, non-OPEC, and domestic oil. 

French policymaking under the Fifth Republic has been characterized by dirigisme, strong 

executive authority and policymaking under the leadership of an autonomous bureaucracy 

(Suleiman 1974; Wilson 1988). The autonomy of French government policymaking was 

particularly pronounced during the 1970s oil shocks, as both the French utilities and oil sectors 

were state-owned and hence subject to direct government control. Among large OECD countries, 

France was unique in implementing a large, rapid supply-side transition away from oil in favor of 

nuclear power. The French nuclear program preceded the oil shocks. The 1973 crisis, however, 

led the country to dramatically accelerate and expand nuclear power development (N. Wade 1980; 

Ikenberry 1986). In 1974, Prime Minister Pierre Messmer announced what was to become an 

eponymous plan to dramatically transition France toward nuclear power. The declared goal was 

that by 1985, more than 60 percent of France’s electricity needs were to be met by nuclear energy.  

The expansion of nuclear power through Electricité de France (EdF), the state-owned 

utility, was a distinctly technocratic process, insulated from the opposition of policy losers. The 
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French parliament neither debated the expansion of nuclear power nor voted on it. EdF rapidly 

built out new nuclear plants while ignoring or suppressing large-scale, sometimes violent protests 

(N. Wade 1980). The nuclear share of French electricity production rapidly expanded from 8% in 

1973 to the 70% range by the mid-1980s, eliminating the need for oil in electricity production. As 

predicted, the supply-side transformation in France took advantage of institutional insulation and 

proceeded without meaningful compensation of opposing voices.  

 

7. Implications for Climate Policy 

 

Our theory of the institutional sources of economic transformation and evidence from the 

oil crisis offers important lessons for the emerging low-carbon transition in response to climate 

change. The goal for the ongoing transition is to reduce greenhouse gas emissions. Today’s 

transition is not driven by a sudden global price shock. Instead, domestic and international political 

mobilization plays a central role, while the steep declines in the price of renewable energy 

technologies, such as wind and solar photovoltaics, also increasingly matter. Countries again vary 

significantly in their policy choices and the pace of the low-carbon transition. Initial evidence 

suggests, however, that the mechanisms of insulation and compensation are also central to 

policymakers’ ability to overcome opposition from fossil-fuel incumbents to drive a clean energy 

transition.  

 Recent work has shown the role of electoral institutions in enabling governments to adopt 

demand-side climate policies that impose costs on consumers. High levels of electoral competition 

decrease fossil fuel tax rates (Finnegan 2018). Moreover, high-income democracies with PR 

electoral systems have adopted more stringent climate policies, measured as how government 

policy increase the cost of carbon-based energy prices (Finnegan 2019). Similarly, countries with 

proportional electoral rules were shown to adopt more stringent energy efficiency policies. For 

example, Japan adopted ambitious energy efficiency and renewable energy after the oil crises, 

when it had proportional electoral rules. After electoral reform toward a majoritarian system in 

1994, Japan’s entered a period of policy retrenchment (Lipscy 2018).  

Research has also demonstrated how insulation through the delegation of policy-making to 

autonomous agencies has played an important role in California’s climate policy and energy 

transition (Meckling and Nahm 2018b). California has majoritarian voting rules and pluralist 

interest intermediation. It is thus badly equipped to drive major structural change in the energy 

sector. The state possesses, however, the California Air Resources Board (CARB), a highly skilled 

and autonomous environmental agency. The agency built its autonomy and expertise over decades, 

initially focusing on air pollution. In climate and clean energy policy, the California legislature 

intentionally delegated key policy decisions against the opposition of industry groups to CARB. 

The landmark California Global Warming Solutions Act of 2006 and subsequent climate 

framework legislation was very brief, broadly delegating policy design and implementation to the 

agency. 
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Next to insulation, compensation has also been critical to recent climate policy advances. 

To achieve its 2030 emission reduction target, Germany needs to phase out the use of lignite coal 

in power generation. The government set up the “Commission for Growth, Structural 

Transformation, and Employment.” It appointed 31 representatives of industry, German states, 

labor unions, environmental groups and science to the commission in June 2018. The composition 

of the commission reflects an expanded form of corporatism or coordinated policymaking. The 

commission’s mandate was to develop a proposal for phasing out coal, achieve the 2030 emission 

reduction targets for the power sector, and create employment in regions impacted most by the 

coal phase-out. The mandate explicitly included public investments in economic transition 

(Bundesregierung 2018). The commission recommended a coal phase-out by 2038, tied to a 40-

billion-euro public investment package for the compensation of those bearing the costs of the 

transition. This includes coal-mining regions, energy-intensive industry, electric utilities operating 

coal-fired generation plants, and coal workers. The federal government was not bound by the 

commission’s proposal, but it largely adopted the “coal consensus” and submitted a bill to German 

parliament in summer 2019 to turn the recommendations into legislation. The corporatist bargain 

stuck. 

The role of the welfare state in compensating consumers in low-carbon transitions is less 

clear and a worthy topic for future research. A growing body of survey work examines the salience 

of compensation schemes among the general public to advance climate policy, in particular in the 

US context (Gaikwad, Genovese, and Tingley 2020). It may be that consumer compensation is 

less feasible in jurisdictions with less robust welfare state institutions. However, we should also 

be mindful of secular shifts, such as population aging and large public debt burdens, which may 

constrain the role of demand-side compensatory measures in the low carbon transition relative to 

the 1970s. 

 

8. Conclusion 

 

In this article, we set out to explain why some governments are more effective in promoting 

transformative economic change than others. Building on a rich tradition in comparative and 

international political economy, we proposed two general mechanisms that enable major policy 

reform on both the demand- and supply-side: insulation and compensation. Our theory advances 

existing research by offering a parsimonious framework that can explain variation across a wide 

range of issue areas and contexts. It also produces important policy implications: compared to 

existing work that focuses selectively on single mechanisms, our theory recognizes greater 

potential for transformative change in response to pressing challenges like climate change.  

We operationalized our theory by examining four types of institutions that affect insulation 

and compensation in high-income democracies. Proportional electoral rules tend to provide higher 

levels of insulation than majoritarian rules. Thus, countries with proportional electoral systems 

should be more likely to adopt transformative demand-side measures that rely on manipulation of 

prices. Similarly, bureaucratic autonomy can insulate the policymaking process from organized 
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producer interests. Our quantitative analysis and case studies suggest these institutions played an 

important role in energy transformations in the 1970s.  

 We also highlight the role of compensatory mechanisms in economic transformations. In 

settings where relations between the government and organized interests are highly coordinated 

over time, integrative distributive bargains are more easily struck. Such bargains are likely to 

include compensation for producers expected to lose out from reform. Our case study of Germany 

illustrates significant government-producer coordination and producer compensation in striking 

bargains on supply-side policies. In the case of France, we observed the implementation of 

demand-side policies in tandem with a large expansion in social welfare spending, which 

effectively compensated diffuse consumers who faced adjustment burdens stemming from higher 

energy costs.  

 Our theory and findings raise important questions for research on the politics of economic 

transformation. First, we operationalized our theory of insulation and compensation in the context 

of advanced democracies. Yet, these two mechanisms should play a role in enabling policymakers 

to adopt transformative economic policies across a wider range of political systems. With the rise 

of China and other emerging economies, the sources and mechanisms of economic transformation 

in developing countries and authoritarian countries have taken on greater substantive importance. 

Authoritarian systems vary significantly in their capability for economic transformation, for 

example, through the nationalization of resource extraction sectors (Mahdavi 2020). Domestic 

institutions likely condition the ability to adopt transformative policies, though these institutional 

sources at least partly vary from those in democratic contexts. Thus, a natural extension of our 

work is applying our theory of insulation and compensation to a wider set of political contexts. 

Second, we demonstrate the institutional sources of initial policy choices in response to a 

price shock. Yet economic transformations, and infrastructure-heavy energy transitions in 

particular, are multi-decade processes that require policies to be durable and to evolve in view of 

long-term policy goals. This brings in important questions of temporal dynamics and long-term 

governance (Rosenbloom, Meadowcroft, and Cashore 2019; Pierson 2004; Jacobs 2011). Our data 

is suggestive, though not conclusive, that the same institutions and mechanisms that enable initial 

policy adoption play an important role in policy durability, through their effect on veto points, for 

example (Birchfield and Crepaz 1998). Future research needs to grapple with the institutional 

sources and mechanisms of long-term policy durability. For instance, a research design that 

examined country responses to the reverse oil shock of 1986, when the oil price dropped, could 

begin addressing the question of policy stability.   

 Our theory and findings have important implications for contemporary economic 

transformations, including the clean energy transition, the broader renaissance of industrial policy 

in Western economies, and policy responses to the COVID-19 pandemic. We expect the magnitude 

and pace of structural economic change to vary considerably across institutional settings. Liberal 

economies such as the United States largely lack the institutional sources for policy-driven 

transition. For example, the United States has shied away from adopting costly climate policies, 

relying mostly on investing in low-carbon research and development, also central to President 
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Biden’s climate agenda. In the absence of electoral reform, we envision two pathways to economic 

change in jurisdictions without institutional sources of insulation and compensation. First, these 

countries may take advantage of spillover effects from jurisdictions with supportive institutions, 

which can reduce the cost of technologies that then allow for more market-driven transitions. The 

decline in the cost of solar photovoltaics and wind technologies and the subsequent global 

diffusion of these technologies reflect such a pattern. Even where policy-driven transformation is 

blocked, international cooperation to accelerate market-driven transformations may still be viable. 

Second, even in countries with low bureaucratic autonomy at the national level, it may be possible 

to create or exploit pockets of greater autonomy. This might mean agencies in sub-national 

jurisdictions or bureaucracies that have been operated with a degree of autonomy for other reasons, 

such as central banks or defense agencies. These may offer opportunities for policymaker 

insulation from producer backlash and thus for the adoption of supply-side policies. 
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Supporting Information  

 

Table A1. Gasoline tax data sources 

 

Country Source 

Australia 

James, Denis. 1996. “’Beer and Cigs Up!’: A Recent History 

of Excise in Australia.” Australia Parliamentary Research 

Service, Background Paper No. 5 1995-1996 

Austria 
US Bureau of Mines, International Petroleum Annual; 

International Energy Agency, Energy Prices and Taxes 

Belgium 
US Bureau of Mines, International Petroleum Annual; 

International Energy Agency, Energy Prices and Taxes 

Canada 
US Bureau of Mines, International Petroleum Annual; 

International Energy Agency, Energy Prices and Taxes 

Denmark 
US Bureau of Mines, International Petroleum Annual; 

Statistics Denmark, Moms og energiafgifter 

Finland 
US Bureau of Mines, International Petroleum Annual; 

International Energy Agency, Energy Prices and Taxes 

France 
US Bureau of Mines, International Petroleum Annual; 

International Energy Agency, Energy Prices and Taxes 

Germany 

German Federal Ministry of Finance, Entwicklung der 

Energie- (vormals Mineralöl-) und Stromsteuersätze in der 

Bundesrepublik Deutschland 

Ireland 
US Bureau of Mines, International Petroleum Annual; 

Department of Finance, MOT Rates 

Italy 
US Bureau of Mines, International Petroleum Annual; 

International Energy Agency, Energy Prices and Taxes 

Japan Ministry of Internal Affairs and Communications 

Netherlands 
US Bureau of Mines, International Petroleum Annual; 

International Energy Agency, Energy Prices and Taxes 

New Zealand 
Ministry of Business, Innovation and Employment, Quarterly 

Average Nominal Tax Rates 

Norway 
US Bureau of Mines, International Petroleum Annual; 

International Energy Agency, Energy Prices and Taxes 

Sweden Swedish Petroleum and Biofuels Institute (SPBI) 

Switzerland 
US Bureau of Mines, International Petroleum Annual; 

International Energy Agency, Energy Prices and Taxes 

UK Institute of Petroleum, UK Petrol Prices (1902-1994) 

US 
US Federal Highway Administration, Highway Finance 

Statistics 



 36 

 

Table A2. OLS Regressions with Two-Way Fixed Effects: Lagged Dependent Variable  

 

 (1) (1) (1) (2) (2) (2) 

 Electricity  

generation  

from oil  

(% of total) 

Electricity  

generation  

from oil  

(% of total) 

Electricity  

generation  

from oil  

(% of total) 

Gasoline  

tax rate 

(USD/liter) 

Gasoline  

tax rate 

(USD/liter) 

Gasoline  

tax rate 

(USD/liter) 

Lagged Dependent    0.88*   0.87*   0.87*   0.73*   0.71*   0.70* 

Variable  (0.03) (0.03) (0.03) (0.04) (0.04) (0.04) 

       

Oil price shock (1973) -0.58  2.60  2.42  0.01   0.06*  0.06* 

  (1.55)  (3.21)  (3.19)  (0.01) (0.02) (0.02) 

       

Oil price shock (1973)* 

Supply-side institutions 

-3.01* 

(0.97) 

-4.01* 

(1.08) 

-3.73* 

(1.08) 

   

       

Oil price shock (1973)* 

Demand-side institutions 

     0.023* 

 (0.005) 

  0.028* 

 (0.006) 

  0.030* 

 (0.006) 

       

Economic Control Variables No Yes Yes No Yes Yes 

Political Control Variables No No Yes No No Yes 

Country FE Yes Yes Yes Yes Yes Yes 

Year FE Yes Yes Yes Yes Yes Yes 

Countries 18 18 18 18 18 18 

N 378 378 378 375 375 375 

Note: Standard errors in parentheses. * p < 0.05 
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Table A3. OLS Regressions with Two-Way Fixed Effects: Heterogenous treatment effects  

 

 (1) (1) (1) (2) (2) (2) 

 Electricity  

generation  

from oil  

(% of total) 

Electricity  

generation  

from oil  

(% of total) 

Electricity  

generation  

from oil  

(% of total) 

Gasoline  

tax rate 

(USD/liter) 

Gasoline  

tax rate 

(USD/liter) 

Gasoline  

tax rate 

(USD/liter) 

Oil dependence (1972) 4.48  0.94  0.87  0.06   0.06*  0.06* 

  (6.25)  (5.38)  (5.27)  (0.02) (0.02) (0.02) 

       

Oil dependence (1972) * 

Supply-side institutions 

-15.80* 

(5.55) 

-14.15* 

(6.02) 

-13.67* 

(6.08) 

   

       

Oil dependence (1972) * 

Demand-side institutions 

     0.071* 

 (0.012) 

  0.077* 

 (0.018) 

  0.076* 

 (0.017) 

       

Economic Control Variables No Yes Yes No Yes Yes 

Political Control Variables No No Yes No No Yes 

Country FE Yes Yes Yes Yes Yes Yes 

Year FE Yes Yes Yes Yes Yes Yes 

Countries 18 18 18 18 18 18 

N 378 378 378 376 376 376 

Note: Oil dependence (1972) is net oil imports as a percentage of the Total Primary Energy Supply (TPES) in 1972. 

Country-clustered standard errors in parentheses. * p < 0.05. 
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Figure A1. Placebo Test: Treatment Year in 1978 

 

 
Note: These placebo tests repeat the analysis from the generalized synthetic control method while 

increasing the treatment year by five years from 1973 to 1978. We choose 1978 as the placebo as there was 

a second oil shock in 1979 that plausibly had an impact similar to our original treatment in 1973. All other 

details of the analysis remain the same. The top figure is the supply-side measure and the bottom figure is 

the demand-side measure. When the treatment year is moved forward in time, the pre-trends are not as well 

matched, and post-treatment trends are indistinguishable from zero until after the 1979 shock for the supply-

side measure and after about five years for the demand-side measure. Uncertainty estimates are based on 

parametric bootstrap procedure and EM method of Gobillon and Magnac 2016.  
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Figure A2. Placebo Test: Treatment Year in 1983 

 

 
Note: These placebo tests repeat the analysis from the generalized synthetic control method while 

increasing the treatment year by ten years from 1973 to 1983. All other details remain the same. The top 

figure is the supply-side measure and the bottom figure is the demand-side measure. When the treatment 

year is moved beyond the period of the oil shocks, the treated countries and counterfactual are not well 

matched due to sharp divergences that took place earlier. Uncertainty estimates are based on parametric 

bootstrap procedure and EM method of Gobillon and Magnac 2016. 
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Figure A3. Placebo Test: Treatment Year in 1968 

 
Note: This placebo test repeats the analysis from the generalized synthetic control method while decreasing 

the treatment year by five years from 1973 to 1968. All other details remain the same. Only results for the 

supply-side measure are shown, as there is insufficient available data on gasoline tax rates in the pre-

treatment period to produce meaningful results for the demand-side measure for a 1968 treatment. When 

the treatment year is moved back in time, the treated countries and counterfactual do not meaningfully 

diverge in the post-treatment period until well after the treatment year. Uncertainty estimates are based on 

parametric bootstrap procedure and EM method of Gobillon and Magnac 2016. 
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Figure A4. The Effect of Institutions on Total Oil Consumption (Generalized Synthetic Control) 

 

 

 
Note: The oil share of TPES is total oil consumption across all sectors as a percent of the total primary 

energy supply (TPES). Countries with either supply- or demand-side institutions are coded as 1. 

Countries with neither are coded 0. The second panel presents estimated average treatment effects of 

supply- or demand-side institutions on the oil share of the total primary energy supply (TPES). The 

figure shows that there is a statistically meaningful difference between the trajectory of countries with 

supply- or demand-side institutions and the counterfactual after the oil shock. Uncertainty estimates are 

based on parametric bootstrap procedure and EM method of Gobillon and Magnac 2016. 
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Additional information on the discourse network analysis: data gathering and analysis of 

energy policy discourses in UK and Germany 

 

We created a data set about historical energy policy discourses between 1970 and 1985 in Germany 

and the United Kingdom in four steps (data gathering in UK: June - August 2019, G: October 2019 

– June 2020).  

 

Newspaper selection 

 

First, we selected daily newspapers with comparably high coverage and a politically moderate 

orientation. For the UK, we selected The Times, which is available as digital full-text archives 

going back to the 1970s through this website: 

https://gdc.galegroup.com/gdc/artemis?p=TTDA&u=unibern  

 

For Germany, we selected the Frankfurter Allgemeine Zeitung (FAZ), which was accessible to us 

from the library Zentralbibliothek in Zurich. 

 

Sampling of articles  

 

Second, we sampled articles for the timeframe 1970-1985 based on a number of keywords and 

operators (UK: energy policy, AND Britian, NOT EEC, OR oil crisis, OR nuclear, OR efficiency, 

OR electricity, OR alternatives, OR wave energy, OR fuel; Germany: Oil crisis OR energy* OR 

*energy AND Germany OR oil OR wind energy OR solar panel OR water energy OR “alternative 

energy” OR nuclear energy OR nuclear electricity OR efficiency OR coal OR electricity OR petrol 

NOT lead NOT GDR).  

 

The above-defined criteria resulted in a total of 79’918 articles for The Times and 29’974 articles 

for the FAZ. Articles were sorted by relevance, i.e., a ranking option that websites provide to 

determine how closely each item focuses on the defined search terms. Two independent coders 

then selected articles reading the headlines and the main keywords contained in the article based 

on case-study knowledge from a thorough literature review about the UK’s and Germany’s energy 

policies. Coders stopped sampling after 500 selected articles. To ensure sufficient coverage for 

each year, we conducted a second round of sampling articles specifically for those years that were 

less well covered (The Times: 1970-1972, FAZ: 1976, 1982-1983). Our final corpus consists of 

559 articles for The Times and 520 for the FAZ for the 1970-1985 period; and of 432 and 436 

articles for the 1973-1985 post-oil crisis period.   

 

 

 

 

https://gdc.galegroup.com/gdc/artemis?p=TTDA&u=unibern
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Coding Procedure  

 

Third, coders read all articles and manually encoded their contents in the Discourse Network 

Analyzer software (available on Github https://github.com/leifeld/dna/; UK: version dna-2.0-

beta24.jar with rDNA 2.1.16 from February 17, 2019; G: version dna-2.0-beta25.jar with rDNA 

2.1.18 from August 09, 2019) based on a systematic codebook. After a first round of coding, we 

made plots of the coding results in order to get an overview of the data, spot inconsistencies and 

discuss coding questions. Coders then performed a second round of coding to clean the data, i.e., 

correct mistakes and ensure consistency in coding.  

 

Intercoder reliability 

 

Fourth, two independent coders worked on the same 10 articles whereby the first coder highlighted 

coded sentences for the second coder (without indicating which codes had been used). The second 

coder then coded those highlighted sentences. Thereby, we achieved a 69 % of intercoder 

reliability for The Times and 50% for the FAZ. Reliability here means that three coding elements 

are congruent: 1) coding the same actor, 2) choosing the same code among 32 different codes (e.g., 

diverse supply and demand side policies), and 3) using the same qualifier, i.e., whether or not the 

actor supported or rejected a policy.    

 

Codes and analysis 

 

We coded actors, their organizational type (e.g., government, ministry, parliament, coal, etc.), and 

their statements regarding responses to the oil shock as reported in the newspapers. Statements 

refer to three policy goals: energy security, energy costs and environment. More precisely, we used 

the code for ‘energy security’ when actors stated the importance of being energetically 

independent or when their goal was the security of energy supply. We applied the code for ‘energy 

costs’ every time actors developed an economic reasoning to explain a certain policy preference, 

e.g., by comparing the low cost of an energy option to one which is more expensive. We used the 

code for ‘environment’ when actors expressed environmental or climate concerns (e.g., pollution 

from coal mines and nuclear reactors). For the German case, this code also included the fear of 

security problems of nuclear power plants and health concerns of technologies, e.g., nuclear 

radiation. 

 

For a graphical presentation of the data in a radar chart, we used the fmsb package in RStudio 

(Version 1.1.463). For each country, we calculated the ratio (in percentages) between the number 

of pro-statements for each goal (energy security, costs, environment) and the total number of pro-

statements reported after the oil crisis (cutoff date: 01.01.1973). 
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Furthermore, we coded reports about physical meetings on energy policy and the actors 

participating in each meeting. We focus on meetings between government, different energy 

industry actors and utilities. The government group consists of actors coded as government, 

ministries, parliament and governmental research. The five different energy industry groups 

consist of actors representing the interests of nuclear energy, alternative energy, coal, oil and gas 

industries and their labor.  In this paper, we concentrate on meetings held between losers (oil and 

utilities) and government. 

 

 

 


